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DEEP LEARNING INSTITUTE

DLI| Mission

Training you to solve the world’s most
challenging problems.

Developers, data scientists and
engineers

Self-driving cars, healthcare and
robotics

Training, optimizing, and deploying
deep neural networks




This Course: Deep Learning Fundamentals

(Train first network ) ’ Deployment 4 )
* Introduce Image * Improving accuracy
Classification « Role of Neural Networks in * Improving capability
* Necessary ingredients for Applications « Solving novel problems
successful training » Building around networks  Changing layers of network
* Beyond Image
Classification
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ACCOMPLISHING COMPLEX GOALS

ARTIFICIAL
INTELLIGENCE

Early artificial intelligence

i G MACHINE
LEARNING
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1960's 1970’s 1980’'s 1990’s 2000’s 2010’s




DEEP LEARNING IN PRODUCTION

Speech Recognition
Recommender Systems
Autonomous Driving

Real-time Object
Recognition

Robotics

Real-time Language
Translation

Many More...



Achieving Complex Goals

4t revolution in knowledge acquisition
15t - Evolution

& The Tree of L'fe ’g . 3 - Culture
i 2nd - Experience/Brain

Behaviours

The way we do
things around here

The
The visible
invisible i o ! ‘ tituc signs

causes -
Fundamental
assumptions and beliefs

4th —Machine Intelligence



ML Tribes

Analogists /Kemel Machines

Inverse Deduction

Symbolists SVM
) Clustering
Logic
Decision Trees + Boosting Boosters Bayesians Probabilistic Inference
Gradient Boosted Parallel Random Forests [XGBoost |
Decision [Graphical]l Networks
Genetic Programming
Genetic Agents Evolutionists .
Backpropagation

Connectionists Neural NetsiDL

Tribe Origins Master Algorithm
Symbolists Logic, philosophy Inverse deduction
Connectionists Neuroscience Backpropagation
Evolutionaries Evolutionary biology Genetic programming
Bayesians Statistics Probabilistic inference
Analogizers Psychology Kernel machines




Performance

2000

Trend #1 [ Scale |

SVM

Small NNet
RandomForest

Maive Bayes

Data

Symbolists
Clustering
Logl
Decision Trees + Boosting Boosters Bayesians
Random F B
Genetic Programming
netic Agents Evolutionists

Connectionists

Exponential Growth of Data
Somewhat Arbitrary Ordering of Model
Performance

Analogists/Kurm\Mncmnes
SVM

Probabilistic inference

Dedision [Graphical] Networks

Backpropagation

Neural Nets/DL
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Small NNet
RandomForest
Naive Bayes
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Data
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Performance

Trend #1 [ Scale |

Large NNet [ DL ]

SVM

m»> Small NNet
RandomForest
Naive Bayes

1990 2000 2010 2017

Data

2020



THE BIG BANG IN MACHINE LEARNING

BIG DATA
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Deep Neural Networks



Difference in Workflow

Classic Machine Learning [ 1990 : now ]

Hand

Designed HiSell

Mapping

Examples [ Regression and SVMs |

Simple Complex Model/
Features Features Mapping

Example [ Conv Net ]
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Difference in Workflow

Examples [ Regression and SVMs |

Classic Machine Learning [ 1990 : now ]

*
Features

Challenge: How would you give instructions to
differentiate the handwritten digit on the right from
other digits to:

A two-year-old child learning numbers OR
A computer using any programming language (including
pseudocode)

Answer in discussion section— 3 minutes



Work through Introduction Section

courses.nvidia.com/dli-event
Browser Recommendation: Chrome

Event code: [will be given during the lecture]

Create an Account

Work through the Introduction Section and ‘Start’ launching your first GPU
task



i \ 77 cld= DL re o= % T
NE o Bl \' - TRl e Y
a1 HALND N [ UhGhenn

-~ =\ e : =a q‘. : - .’. - .

Fundamentals of Deep Learning for

Computer Vision

An Introduction

Start Date: Duration: Price:
Mar 25, 2018

8 Hours $90.00 7 |

Join course with the big green button above




Select the “Course” Tab

< NVIDIA. Courses mikeymend ¥

Home Course Progress Discussion Resources

Welcome to DLI's C-FX-01!

Fundamentals of Deep Learning for Computer Vision

Course Updates and News Course Tools
M Bookmarks

January 10, 2018 Hide Course Handouts
Welcome to Deep Learning Fundamentals with Computer Vision. Head over to the "Course” tab to get started!
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Open the first hands-on section

Fundamentals of Deep Learning for Computer Vision

Introduction

Welcome

Unlocking New Capabilities

Training Deep Neural Networks: 120 minutes (Hands-On) Resume Course ©

Deploying Trained Neural Networks: 40 minutes (Hands-On)

' DEEP
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Biological Inspiration

Louie Classifier

Let's play a game where you learn something new. Identify Louie, a dog who you have never met
before, by studying 4 images. While playing, we'll highlight similarities to the training process in Deep
Learning. After you learn who Louie is, you'll train a neural network to do the same.

DEEP
©A Cearuing


https://courses-dev.nvidia.com/courses/course-v1:DLI+C-FX-01+V2/courseware/7e7d09938eec4d88b4a54b5146c0a25f/e65ac7d505884a77ad40ec79ae1a5f3a/?child=first

Biological Inspiration

Input
layer
T
XTo

T3

T4

Hidden
layier

Output
layer

n

Yz

Y3

NNNNNNNN
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Artificial Neural Networks: GPU Task 1

NVIDIA.

Get ready to train a neural network. This first training session will take about 20 minutes. Select Start below when ready.

NVIDIA. >

START

DEEP
22 LEARNING
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Inputs and Outputs
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= : What the computer sees

- 82% cat
15% dog
2% hat
1% mug

image classification

Image from the Stanford C5S231 Course
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Learning Principle

IIIIIIIIIIIIIIII



Learning Principle
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Learning Principle
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DEEP LEARNING APPROACH - TRAINING

Forward propagation —
%Ckward propagat‘ion

Pr

ocess
Forward propagation
yields an inferred label
for each training image

 Loss function used to

calculate difference
between known label
and predicted label for
each image

* Weights are adjusted

during backward
propagation

* Repeat the process

DEEP
NNNNNNNN
IN



THE BIG BANG IN MACHINE LEARNING

BIG DATA
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OVE RF ITTI N G Louie! Image Classification Model
_ ; o redictions

What to do about it?

OVEREITTING




T :

.y

There's only one Violet.

Two Violets - Who is right?



One person with two outfits. Just like Reed
sometimes wears a blue shirt

Features vs Data



Big Data: GPU Task 2

NVIDIA.

Get ready to train a neural network. This first training session will take about 20 minutes. Select Start below when ready.

NVIDIA. >

START

DEEP
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0.8

0.5

0.4

0.2

Next Page - EVALUATE THE MODEL

a0

60

40

20

T T T T T T 0
o5 5 s z5 35 4.5 5
Epe
e ——
T T T T T T
o5 g 2 2.5 3.5 4.5 5

M loss (train) accuracy (val)

M loss (val)

Accuracy
obtained from
validation dataset

Loss function
(Training)

Loss function
(Validation)
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DEEP LEARNING



TRAINING

Learning a new capability
from existing data

A
|
Untrained Deep Learning TRAINING
Neural Network Framework DATASET

Model

U




TRAINING

Learning a new capability
from existing data

A\
I |
Untrained Deep Learning TRAINING Trained Model
Neural Network Framework DATASET New Capability

U

Model
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Untrained
Neural Network
Model

TRAINING

Learning a new capability
from existing data

A

Deep Learning
Framework

TRAINING
DATASET

INFERENCE

Applying this capability
to new data

Trained Model
New Capability

App or Service
Featuring Capability

Trained Model
Optimized for
Performance
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Clip (January 28 2018 at 937 AM)

Exclusive Doggy Door



Deployment



Deep Learning Approach

Errors

&

D

:'|> cai
Raccoon *

$ Dog &




Deployment

How do | use a trained neural network as part of a solution?

> BN "
—h

—

NVIDIA CONFIDENTIAL. DO NOT DISTRIBUTE. 44 nvibia | WsTITUTE



Deep Learning Approach

Neural network training and inference

Development Deployment
-
'
—' “
Feedback r
-’
o’ o
Data Scientist o’
E Solver
. E Network 5
- . p—.
Iﬂ Dashboard 8 'ﬁ Model EE Classification
Detection
Segmentation

Select Training Dataset
Select Solver

Design the Neural Network
Train

Profile and Debug

DEEP
LEARNING
IDIA.  INSTITUTE



Expected Inputs and Useful Outputs

INPUT X
v

eWogeFe

FUNGEION f:

00

v
OUTPUT f(x)

DEEP
NNNNNNNN
NVIDIA. | INSTITUTE



Our current architecture

FRAMEWORK

NETWORK

TOOL - Ul

We’ve been working in a
framework called Caffe.

Each framework requires a

different way (syntax) of
describing architectures
and hyperparameters.

Other frameworks include
TensorFlow, MXNet, etc.

We’ve been working with

a network called AlexNet.

Each network can be
described and trained
using ANY framework.

Different networks learn
differently: different
training rates, methods,
etc. Think different
learners.

We’ve been working with
a Ul called DIGITS

The community works to
make model building and
deployment easier.

Other tools include Keras,
Tensorboard, or APIs with
common programming
languages.

DEEP
LEARNING
IDIA.  INSTITUTE



Components of a Model

Model Architecture = deploy.prototxt Learned Weights = ***,caffemodel Model

Untrained
Neural Network
Model

DEEP
@2 LEARNING

48 NVIDIA.  INSTITUTE


https://github.com/BVLC/caffe/blob/master/models/bvlc_alexnet/deploy.prototxt
https://github.com/BVLC/caffe/blob/master/models/bvlc_alexnet/deploy.prototxt

Caffe files

* .caffemodel: a binary file containing the weights for the model at the
iteration it was saved

*.prototxt: a text file describing the network model and its layers

image_mean.binaryproto: the image mean of the dataset, the model
requires this to be subtracted from each image before classifying



Deploying Our Model: GPU Task 3

Deploying our Model: GPU Task 3 VIEW UNIT IN STUDIO

[l Bookmark this page

NVIDIA.

Select Start to launch our GPU task.



Performance



Performance - Deployment



CATEGORIES OF PERFORMANCE

Unable to processing high-volume, high-velocity data
High Throughput » Impact: Increased cost (S, time) per inference

Applications don’t deliver real-time results
» Impact: Negatively affects user experience (voice recognition,

Low Response Time personalized recommendations, real-time object detection)

Inefficient applications
Power and Memory > Impact: Increased cost (running and cooling), makes deployment
Efficiency infeasible

Research frameworks not desighed for production
» Impact: Framework overhead and dependencies increases time
to solution and affects productivity

Deployment-Grade
Solution

53 NVIDIA.



Levers

Batch size
Reduce for less latency
Increase for more throughput
Tools
The right deployment platform
TensorRT



NVIDIA TENSORRT



NVIDIA TENSORRT

Programmable Inference Accelerator

FRAMEWORKS GPU PLATFORMS

4

-

TESLA P4 o
6. B
. = JETSON TX2

DRIVE PX 2

TESLA V100

NVIDIA DLA

developer.nvidia.com/tensorrt



TENSORRT DEPLOYMENT WORKFLOW

Step 1: Optimize trained model

Import Tensor RT Optimizer Serialize ,;: Plan 1
@ .
Model «® %o Engine "] Plan 2
E— e . —) :
«*° O 7| Plan 3
Trained Neural o
Network TensorRT Optimizer

Optimized Plans

Step 2: Deploy optimized plans with runtime

AT - 1 1 Tensor| RT Runtime untime

| plan1  De serialize Deploy . , )
Engine ® Runtime .8

a. @ bl

<3| Plan 2 — o — ()] Data center

= T |

| Pan > oo N

“\j—\) é
Optimized Plans TensorRT Runtime Engine

Automotive Embedded

57 <ANVIDIA.



TENSORRT OPTIMIZATIONS



o~ @®
e HOL

LAYER & TENSOR FUSION

Un-Optimized Network

concat

relu
bias
1x1 conv. 5x5 conv.

relu
bias
1x1 conv.

max pool

Step 1: Optimize trained model

Import
Model

Trained Neural
Network

TensorRT Optimizer,

Serialize Plan 1
Engine .| 1 Plan 2
. Plan 3

Optimized Plans

TensorRT Optimized Network

next input

1x1 CBR

5x5 CBR

59 <ANVIDIA.



. LAYER & TENSOR FUSION

» Vertical Fusion
 Horizonal Fusion
« Layer Elimination

Network Layers Layers
before after

VGG19 43 27

Inception 309 113

V3 |

ResNet-152 | 670 159

Step 1: Optimize trained model

Import
Model

Trained Neural
Network

TensorRT Optimizer

Plan1
- Pl 2
— an

Plan3

Optimized Plans

Serialize
Engine

)

next input

1x1 CBR

5x5 CBR

TensorRT Optimized Network

60 <ANVIDIA.



TENSORRT KEY INFO

Generate optimized, deployment-ready
runtime engines for low latency inference

Import models trained from Caffe or
TensorFlow, or use Network Definition API

Deploy in FP32 or reduced precision INT8, FP16
for higher throughput

Optimize frequently used layers and integrate
user defined custom layers

Layer & Tensor Fusion

Weight & Activation
Precision Calibration

Trained Neural
Network

Dynamic Tensor
Memory

Kernel Auto-Tuning

Compiled &
Optimized Neural
Networks
Multi-Stream
Execution



Performance - Training



Next Page

Performance during Training: GPU Task 4 VIEW UNIT IN STUDIO

[ Bookmark this page

< NVIDIA.

Select START to load your next GPU task.

3 DEEP
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Learning Principle
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Learning Principle

DEEP
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Learning Principle
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One HyperParameter: Learning Rate

dE
Wy = Wy - de
t

1-2 T T T T T
° o—e 5= 0.025
oo 5n=0.25
e—e p=25
1.0} 1
X @
@ o [ |
‘o ° . ® - ®
0.8\ ® 2 g ‘poo® @ 1
| © %o
S I\'.I @ o-g @ Y
0.6 1
s
0.4l oo ~e-e 4
eoe o %9004,
OOOOOOOOOOOOOOQC)!OO*O_B_O
0 5 10 15 20 25 30

Epoch
DEEP
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TECHNIQUES TO IMPROVE MODEL

More training - GPU Time

More/better data - Data Science

Searching Hyperparameters - Learning Design

Modify the network - Network Architecture - Next Section



Performance Improvement

ol

Increase accuracy and Generalize performance to
confidence with similar data more diverse data



More data
Full dataset ( 10 epochs )

+ 99% of accuracy SMALL DATASET FULL DATASET
achieved

1:99.90 %

- No improvements in
recognizing real-
world images

2:69.03 % 2:87.23%

8:99.69 % 8 :100.0 %




DATA AUGMENTATION

DIGITS Image Classification Dataset smorino (Logout) Info~

Pixel(Inverted) = 255 - Pixel(original)
Exploring MNIST invert (train_db) images

Show all images or filterbyclass: 0 1 2 3 4 5 6 7 8 9 White letter With blaCk baCkground
‘| | 2_ 3- 4_ T T | Black letter with white background
Training Images:

: . 7 3 /home/ubuntu/data/train_invert
( 4 é S

1 4 6 5 Test Image:
- y - /home/ubuntu/data/test_invert

5 3 8 2 Dataset Name: MNIST invert
1 8|




DATA AUGMENTATION

Adding inverted images ( 10 epochs )

SMALL DATASET FULL DATASET +INVERTED

1:99.90 % : 90.84 %

2:69.03 % 2:87.23 % 2:89.44 %
3:100.0 %
4:100.0 %
7:82.84 %
8:99.69 % 8 :100.0 % 8 :100.0 %







Beyond Image Classification



COMPUTER VISION TASKS

Image
Classification + Object Detection
Localization

Image
Classification

Image
Segmentation

(inspired by a slide found in ¢s231n lecture from Stanford University)

2 DEEP
g LEARNING
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Inputs and Outputs
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= : What the computer sees

- 82% cat
15% dog
2% hat
1% mug

image classification

Image from the Stanford C5S231 Course

> DEEP
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Workflow

Image
Classification

Object Detection

Image
Segmentation

Text Generation

Image
Rendering

Inputs and Outputs

Input

Raw Fixel values

Raw Pixel Values

Raw Pixel Values

A unigue vector for each "token' (word,

letter, etc.)

Raw Pixel Values of a grainy Image

Output

A vector where each index corresponds with the likelinood or the image of belonging to each class

A vector with (X,Y) pairings for the top-left and bottom-right corner of each object present in the image

A overlay of the image for each class being segmented, where each value is the likelihood of that pixel
belonging to each class

A vector representing the most likely next 'token’.

Raw pixel values of a clean image

> B
&-D LEARNING
IDIA.

INSTITUTE



Object
Detection

Finding a
whale face in
the ocean.

We want to know IF
there are whale
faces in aerial
images, and if so,
where.

»
—




Next Page:

How can we
use what we
know about
Image
Classification
to detect
whale faces
from aerial
images?
Take 2 minutes to
think through and

write down (paper or
computer) ideas.

.
——




Al at scale

Solving novel problems with code

that combine trained networks with
code can create new capabilities

Trained networks play the role of

Building applications requires writing code to
generate

INPUT X

v

cHogsys

FUNCEION f:

OO0

v

OUTPUT f(x)

IIIIII
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Approach 1: Sliding Window

Technique:
Build a dog/’not dog’ classifier
Sliding window python application runs classifier on each 256X256 segment

0 Total inference time: 2.67519593239 seconds
200 -0.5
0.0
400 0.5
1.0
600
1.5
800 2.0
2.5

3.0
3.5

1000 ' 31 o
0 500 1000 1500 2000 2500

NNNNNNNNN
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Next Page

Object Detection: GPU Task 5

W Bookmark this page

Launch the task below. While working through the how-to, you'll also be learning:

1. How to assess the inputs and outputs of a network

2. How to combine traditional computer vision techniques with deep learning.

<X NVIDIA.

Press Start to launch GPU task 5.

' DEEP
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Approach 1: Sliding Window

Works but:

Needs human supervision
Slow - constrained by image size

0 Total inference time: 2.67519593239 seconds

200 -0.5
0.0

400 0.5
600 1.0
1.5

800 2.0
2.5

1000 ' 31 o 3.0
0 500 1000 1500 2000 2500 3




Discuss: Intro to Network architecture



Approach 2 - Modifying Network
Architecture

are mathematical operations on tensors (Matrices, vectors, etc.)
Layers are combined to describe the of a neural network
Modifications to network architecture impact and
Each has a different syntax for describing architectures

Regardless of framework: The of each layer must fit the of the
next layer.

DEEP
NNNNNNNN



CAFFE FEATURES

: “convl”
Strongly typed format : “Convolution”
: Ydata”

Human readable . Neonyl”

Auto-generates and checks Caffe {
code : 20

Developed by Google, currently
managed by Faceboo P

Used to define network e,
architecture and training : “xavier
parameters }

No codi o)




Raw data

Image Classification Network (CNN)

Low-level features

Mid-level features

High-level features

Application components:

Task objective
e.g. Identify face

Training data
10-100M images

Network architecture
~10s-100s of layers
1B parameters

Learning algorithm
~30 Exaflops
1-30 GPU days



CONVOLUTION

Center element of the kernel is
placed over the source pixel.
The source pixel is then
replaced with a weighted sum
of itself and nearby pixels.

j )

Source
Pixel

-
-
-
-
-
-
-
-
-
-
-
-
-
-

Convolution

kernel (a.k.a.

filter) New pixel value
(destination
pixel)

DEEP
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APPROACH 2 - Network Modification

Approach :

FC = Fully
Connected =
Matrix
Multiplication
= Size
Constraint

P, S8
242
243
244
245
245
247
248
245
258
251
252
253
254
255
256
257
258
259
268
261
262
263
264
265
266
267
268
269
278
271
272
273
274

top: "pools”
pooling_param |
pool: MAX
kernel_size: 3
stride: 2
¥
layer {

name: "fcg"
type: "InnerProduct”
bottom: "pool5”

top: "fce"
param {
Ir_mult: 1

decay_mult: 1

param {
1r_mult: 2
decay_mult: @

inner_product_param {
num_output: 4896
weight_filler {
type: "gaussian”
std: @.285

bias_filler {
type: "constant"”
value: @.1

}

layer {
name: “"relug"”
type: "RelLU"
bottom: "fcb"
top: "fce"

layer {
name: “conve”
type: "Convolution”
bottom: "pool5”
top: "conve”

param {
1p mult: 1.0
decay_mult: 1.8
}
param {
1r_mult: 2.8
decay_mult: 0.8
}

convolution_param {

num_output: 40956

pad: 8

kernsel size: 6

weight_filler {
type: "gaussian”
std: @.e1

}

bias_filler {
type: "constant”
value: 8.1

layer {
name: "relug”
type: "RelLU"
bottom: "conve”
top: "conve”
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Back to lab

* Replace layers by reading carefully

* Ask for help if you need

* Continue through end of lab

« We’ll discuss “Detectnet” post-lab
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DetectNet input data representation

End-to-End Solut

inputs and correspond

Approach 3

Need dataset with

b b g e 2% ) e e e i B

Bounding boxes mapped to grid squares

Training image with bounding box annotations
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Approach 3 - End to end solution

High-performing neural network architectures require deep experimentation

You can benefit from the work of the community through the modelzoo of
each framework

Implementing a new network requires an understanding of data and training
expectations.

Find projects similar to your project as starting points.



Approach 3: End-to-End Solution

Source image

DetectNet:
Like AlexNet,
DetectNet is
optimized for
a certain type A
of learning, . e
but is
generalizable
to multiple
contexts.

Inference visualization

M bbox-list



Closing thoughts - Creating new

functionality
Approach 1: Combining DL with programming

Scaling models programmatically to create new functionality
Approach 2: Experiment with network architecture

Study the math of neural networks to create new functionality
Approach 3: ldentify similar solutions

Study existing solutions to implement new functionality

DEEP
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In [3]:  !python submission.py '/dli/data/whale/data/train/not_face/w_1.jpg"' #This should return "not whale" at the very bottom of the out
4

1libdc1394 error: Failed to initialize 1libdc1394
WARNING: Logging before InitGooglelLogging() is written to STDERR
10324 16:49:49.428824 169 upgrade_proto.cpp:66] Attempting to upgrade input file specified using deprecated input fields:
/dli/data/digits/20180324-164306-6Ff7d/deploy.prototxt
I0324 16:49:49.428982 169 upgrade_proto.cpp:69] Successfully upgraded file specified using deprecated input fields.
We324 16:49:49.4289180 169 upgrade_proto.cpp:71] Note that future Caffe releases will only support input layers and not inp
ut fields.
Ie324 16:49:49.429174 169 net.cpp:52] Initializing net from parameters:
state {
phase: TEST
}
layer {
name: "input™
type: "Input”
top: "data"
input_param {
shape {
dim: 1
dim: 3
dim: 227

' DEEP
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In [3]: !python submission.py '/dli/data/whale/data/train/not_face/w_1.jpg"' #This should return "not whale” at the very bottom of the out

4

1libdc13%4 error: Failed to initialize libdc1394
WARNING: Logging before InitGooglelLogging() is written to STDERR
18324 16:49:49.428824 169 upgrade_proto.cpp:66] Attempting to upgrade input file specified using deprecated input fields:
/dli/data/digits/2@180324-164306-6f7d/deploy.prototxt
10324 16:49:49.428902 169 upgrade_proto.cpp:69] Successfully upgraded file specified using deprecated input fields.
We324 16:49:49.42891e 169 upgrade_proto.cpp:71] Note that future Caffe releases will only support input layers and not inp
ut fields.
10324 16:49:49.429174 169 net.cpp:52] Initializing net from parameters:
state {
phase: TEST
}
layer {
name: "input"
type: "Input”
top: "data"
input_param {
shape {
dim: 1
d%m: 3 -
dim: 227

' DEEP
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€ Grade Feedback

Hizzah! You passed!
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