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Required tools for application and project administration of GCS
P rOJeCtS on S u pe rM U C-N G GCS: Gauss Centre for Supercomputing

https://jards.gauss-centre.eu/gcshome/
GCS-JARDS GCS

GCS - Application for Computing Time, Proposal Review and Project Management

Welcome to the GCS service for filing applications for computing time, for revi

ewing computing time proposals and for managing computing projects. Please, choose what you would like to do from the following options.

Application Review Project
GCS-JARDS: GCS Joint Application, Review and Dirct login for projecs
Dispatch System: Unified application and review system of the (]

GCS centers JSC, HLRS, LRZ
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GCS - Application for Computing Time, Proposal Review and Project Management

Welcome to the GCS service for filing applications for computing time, for reviewing computing time proposals and for managing computing projects. Please, choose what you would like to do from the following epticns.

Application Review

Project
GCS-JARDS: GCS Joint Application, Review and Direc login for s projecs
Dispatch System: Unified application and review system of the (]

GCS centers JSC, HLRS, LRZ

Leibniz-Rechenzentrum
der Bayerischen Akademie der Wissenschaften ast change 13-July-2022 | Legal Natice Privacy Natice

Welcome at LRZ servicedesk

Affiliated member of the LMU and TUM, please primarily contact your own servicedesk: LMU-Helpdesk or IT-Support TUM
services (Linux-Cluster and SuperMUC) can be also directly submitted here.

Selfservice
i s LRZ Servicedesk
with
Service Request Templates:
bl * New User
« Enable IP address
« Disable IP address

’|Lo-g| n
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GCS - Application for Computing Time, Proposal Review and Project Management

Welcome to the GCS service for filing applications for computing time, for reviewing computing time proposals and for managing computing projects. Please, choose what you would like to do from the following epticns.

Application Review Project

GCS-JARDS: GCS Joint Application, Review and Drect logi for o projecs

Dispatch System: Unified application and review system of the = :

GCS centers JSC, HLRS, LRZ Lefbniz-Rechenzentrurm cJentity Management Portal
Management-Service ~~

il Einrichtung ...= pr58ha-d

SuperMUC-NG group for project pr58ha
Q anzeigen SMUC-NG
: . s Hierarchie browsen
Leibniz-Rechenzentrum —
der Bayerischen Akademie der Wissenschaften ast change 13-July-2022 L
’ Q, anzeigen/bearbeiten
Details
& Person
Q, anzeigen
Gruppe
. & Kennung
Welcome at LRZ Serv.lcedeSk Q. anzeigen/bearbeiten Gruppenname: pro8ha-d
& Gruppe Name: gri56rok
Affiliated member of the LMU and TUM, please primarily contact your own servicedesk: LMU-Helpdesk or IT-Support TUM Dienst: SuperMUC-NG
: : : . Q  anzeigen/bearbeiten h . P
services (Linux-Cluster and SuperMUC) can be also directly submitted here. Anzeigename: SuperMUC-NG group for project progha
+ anlegen Beschreibung:

e e |

3 Master User FAQ

Gruppenverwalterinnen

Selfservice

Login here if you want to subn L RZ Servi cedes k i

information and respond

D
20

) LRZ Identity Management Portals
with ) e o 1. https://idmportal.lrz.de/r/entry.pl

boor Service Request Templates: 2. https://idmportal2.sim.Irz.de/jidmp/login.xhtml
il New User = * more useful for SuperMUC-NG users
 Enable IP address « with project group administration

« Disable IP address e.g. <PROJECT-ID>-c, <PROJECT-ID>-d)


https://idmportal.lrz.de/r/entry.pl
https://idmportal2.sim.lrz.de/jidmp/login.xhtml
https://jards.gauss-centre.eu/gcshome/

Overview of GCS Application for Computing Time on SuperMUC-NG

Please, choose the project type you would like to apply for or extend:

GC5 Large Scale Project (next call open 10 July 2023 - 14 August 2023, 5pm CE5ST)
These are projects that reguire at least 2% of the systems’ annual production in terms of estimated gvailabiity of at least on GCS system, ie
o =100 Moore-h on Hawk st HLRS

= »=45 Mcore-h on SuperhUC-MG st LRE

e »=45000 EFLOP per year on JUMWELS at J5C

GCS Regular Projects

hese are production projects which do not fall into the category “Large Scale project”.

Applications for HLRS and LRZ resources possible amytime, for J2C resources (next call open 10 July 2023 - 14 August 2023, 5pm CEST)

GCS Test Projects (application possible anytime)

- e

hese are projects meant for performing test on the GI5 member centres’ high-snd systsms in order to prepare applications for Regular or Large Scale Projects.

GCS Timeframe Extension (application possible anytime)

Application for a timefrarme |“cost-neutral”) extension of an existing project at HLRS or LRZ

GCS Centres

Please choose the GCS Centre(s) and system(s) you would like to apply for or ex:

HLRS

J5C

LRZ

GCS-JARDS Application view

GCS (sub)project/application types:

Large Scale projects
« LRZ/JSC/HLRS: Fixed Date Call (spring,
autumn)
« LRZ: >=45 Mcore-h p.a.
« Mentoring as additional support

Regular projects
« LRZ/HLRS: Rolling Call (applications can
be uploaded
throughout the year)
« LRZ: <45 Mcore-h p.a.

Test projects
« LRZ/JSC/HLRS: Rolling Call
 LRZ: 300K core-h

Timeframe extension (project extension
without additional computing time; cost-neutral)
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Overview of GCS Application for Computing Time on SuperMUC-NG

Please, choose the project type you would like to for orfextend:

GC5 Large Scale Project (next call open 10 July 2023 - 14 August 2023, 5pm CE5ST)

These are projects that reguire at least 2% of the systems’ annual production in terms of estimated gvailabiity of at least on GCS system, ie

e =100 Mcore-h on Hawk at HLRS
= »=45 Mcore-h on SuperhUC-MG st LRE

e »=45000 EFLOP per year on JUMWELS at J5C

P

For details, please sz the fact sheets of HAWE, SupedJC-MG and JUWELS.

GCS Regular Projects

hese are production projects which do not fall into the category “Large Scale project”.

Applications for HLRS and LRZ resources possible amytime, for J2C resources (next call open 10 July 2023 - 14 August 2023, 5pm CEST)

GCS Test Projects (application possible anytime)

- e

hese are projects meant for performing test on the GI5 member centres’ high-snd systsms in order to prepare applications for Regular or Large Scale Projects.

GCS Timeframe Extension (application possible anytime)

Application for a timefrarme |“cost-neutral”) extension of an existing project at HLRS or LRZ

GCS Centres

Please choose the GCS Centre(s) and system(s) you would like to apply for or extend:

HLRS

J5C

LRZ

GCS-JARDS Application view

GCS application categories

New project application for
* Regular,
 Testor
« Large Scale

Extension/modification of existing
* Regular,
 Testor
« Large Scale
—> local project ID at LRZ not changed
—> after successful application, project
may be recharged with
additional computing time
—> change of project type possible p



Typical/ideal application process for GCS regular projects on

SuperMUC-NG

El
Application for -,'“
GCSreqgular project
(rolling call;

<45mio core hours)

Steering committee
approves project

LRZ technical review and
scientific peer review

ca. 8 weeks

GCS-JARDS

LRZ

© 2023 | HPC User and Project Administration
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LRZ IDM-portal

¢ Add/remove users

e Enable IP addresses

e Generate disk quotas

® Assign compute time budget

® Accept usage regulations

@ ConFirm compliance with
export control regulations

B

LRZ IDM-portal

B e Fi

Start of End of Final report and
GCS regular project Status report GCSregular project  dissemination material
notifiy project execution project execution prepare final report
principal investigator (1% year) (2" year) and dissem. material

latest:
3 months after

Continuously export end of project

current compute time

budget to JARDS
Data management at end of project:

1. Project becomes data only project
(data is archived on tape, master user
can add/remove users)
or
2. Data science storage (DSS) needed



Typical/ideal application process for GCS regular projects on
SuperMUC-NG

Application for

GCSreqular project
Steering committee Start of End of Final report and

(rolling call;
<45mio core ho' ) approves project GCS regular project Status report GCSregular project  dissemination material
LRZ technical review and notifiy project execution project execution prepare Final report
scientific peer review principal investigator (1% year) (2" year) and dissem. material
e RS
. latest:
Two-stage Review Process months after

'nd of project

GCS-JAR . : : L. g .
1. Technical review via LRZ application support before the scientific review in order to:

« Enquiries in case of ambiguities

 Provide additional information to the scientific reviewers Frfgf";&

« Advice on any necessary changes to the project proposal and/or the actual application f;sti,r user
» Advice to bring the project in the direction of Large Scale

« Technical support in case of necessary re-application | eeded

(e.g. full copy of the application so that only parts of the existing one need to be changed)
=> Intermediate step! Revision possible!

LRZ 2. Scientific review done by umpire (“Obmann”) and external reviewers

=» Final decision!

© 2023 | HPC User and Project Administration



Remarks to GCS-JARDS Project Overview + Upload of final Report

Project Mol General project information
Title Modelling M e GCS Project_|D

Scientific category 311-01 Astrophysics and Astronomy o Tltel

Status Active

Principal Investigator Prof. Dr. Cris = * Status

Person to Contact Alexa E ° PI/PC

Calls GCSRolling2019 e Local (LRZ) Project_|D

Local Project Id pn9&fe

&% Modify roles  / Change status 4" Change title @ Change scientific category M Extend Project Q, Extended results

Publications @ Files ©@

Total project resources

07.02.2020 - 31.07.2022 PAdd report [
SUPERMUC atLrRZ 0/ 0 core-h Last updated: 22.07.2020

SuperMUC-NG at LrRZ

5406 / 500 Mcore-h Last updated: 05.05.2023
Granting periods

07.02.2020 - 31.07.2022 W @HAdd report 7
Final report 31.03.2023 18:57 ©)
SuperMUC-NG at LrRZ 5.00 Mcore-h Regular

App

ID Title Hosts Call

18777 Medelling My SuperMUC-  GCS5Relling2019

NG

General note: Role-based access

Your project (P1,PC) is visible only for

« HPC user and project administration

« LRZ-Mentor if assigned

« Steering Committee (umpire, “Obmann”)
* Very limited for PR

POSS|b|I|ty to:
Uploading public articles (files)
» References to published publications
* Uploading final project report
(GCS website)

Compute time approvals and consumption

Project/application history
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