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2 Background and Motivation

Accurate facial image generation conditioned on disease profiles can significantly im-
pact healthcare, particularly in generating new data based on medical textbooks and
visualizing disease progression while maintaining privacy. Generating realistic images
that reflect facial changes due to disease progression remains challenging due to the
limited availability of training data and privacy concerns [6]. Incorporating structured
medical information—such as textbooks, tabular data, and knowledge graphs (KGs)
[2]—alongside advanced generative techniques could create new possibilities for early
diagnosis and disease monitoring [8].

3 Project Outline

Profiles Collection and Preparation The following sources or similar ones can be
utilized for the extraction of the profiles: (1) Healthy face datasets such as CelebA [5],
(2) Diseased face datasets such as DSF [3], (3) Literature and medical knowledge graphs
[2] and large language models [9] for structured information extraction; these profiles
can then be transformed into prompts, tabular data, masks, or meshes.

Generative Model Conditioning Using backbones of generative models like Sta-
ble Diffusion [7] and state-of-the-art conditioning mechanisms such as IP-Adapter [10],
LEDITS++ [1], ControlNet or similar methods [4], we will condition the models on
disease profiles to generate realistic facial images reflecting different disease stages.

Evaluation The evaluation could focus on: (a) Identity Consistency: Ensuring the
generated images preserve the individual’s identity using facial recognition metrics, (b)
Disease-Specific Characteristics: Assessing the accuracy of disease-specific features
by comparing with clinical descriptions and real-world images.
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4 Project Objectives

The primary goal of this project is to enhance the evaluation and accuracy of generative
models for disease-specific facial image synthesis. The specific objectives are:

• To develop advanced conditioning mechanisms for generative models using com-
positional facial profiling.

• To evaluate the generated images for identity consistency and disease-specific facial
characteristics.

• To generate consistent video frames capturing the identity and disease profile.

5 Technical Prerequisites

• Strong foundation in machine learning and deep learning.

• Experience with PyTorch and Python.

• Proficiency with generative models.

6 Benefits

• Leverage our existing works on the topic and prior experience to accelerate your
progress.

• Regular supervision and feedback.

• Potential for novel research contributions.

• Opportunity to publish findings in conferences or journals.

WP Description

WP1 Literature Review: Familiarization with disease-specific facial fea-
tures, generative models, and conditioning mechanisms.

WP2 Data Preparation: Collecting and preprocessing datasets; extracting
features from medical texts and KGs.

WP3 Baseline Implementation: Implementing generative baselines for
disease-specific facial synthesis.

WP4 Advanced Conditioning: Developing and implementing advanced
conditioning methods for generative models.

WP5 Evaluation Development: Designing evaluation metrics for identity
consistency and disease-specific accuracy.

WP6 Video Generation: Generating consistent video frames capturing
identity and disease progression.

WP7 Finalization and Reporting: Finalizing results, conducting evalua-
tions, and preparing documentation.

Table 1: Suggested Work Packages
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