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2 Background and Motivation

Surgical video generation has emerged as a promising tool for surgical training, simu-
lation, and data augmentation [1, 5]. However, accurate generation and evaluation of
the quality and clinical relevance of generated surgical videos remains challenging due
to the complexity of surgical scenes and the lack of standardized evaluation metrics.
While traditional image generation metrics like FID and SSIM provide general quality
assessments, they may not capture surgery-specific attributes that are crucial for medical
applications. Additionally, identifying and proposing accurate metrics can lead to higher
performing generative models that can learn the real data distribution more effectively.

3 Project Outline

This project aims to develop a comprehensive evaluation framework for assessing the
quality and clinical utility of generated surgical videos to effectively assess and improve
the generation quality. We aim to first generate videos of different plausible and clinically
relevant surgical scenarios by (1) generating videos of the same scene with different
surgical tools, (2) different organs, and (3) videos of specific surgical phases. Using the
collection of real and generated surgical videos, we propose multiple evaluation metrics:

• Surgical Tool Analysis

– Tool detection accuracy and confidence scores [3]

– Temporal consistency of tool positioning

– Evaluation using pre-trained surgical tool detectors on both real and gener-
ated videos

• Scene Depth Understanding

– Comparative analysis of depth estimation performance between real and gen-
erated videos

– Assessment of 3D structure preservation in generated sequences
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• Clinical Relevance Metrics

– Phase recognition accuracy in surgical workflows [2]

– Assessment of surgical action continuity

The methods would be trained and evaluated on the CholecT50 [4] dataset that
contains videos of surgeries and the actions performed during the surgery.

4 Technical Prerequisites

• Good background in machine learning and deep learning

• Experienced in PyTorch

• Experienced in Python

• Experience with Generative Models

5 Benefits

• Weekly supervision and discussions

• Possible novelty of the research

• The results of this work are intended to be published in a conference or journal

6 Work packages and Time-plan

Description

WP1 Familiarizing with the literature.

WP2 Implementing the baselines

WP3 Improving the baselines and validation on relevant datasets

WP4 Implementing the model

WP5 Finalizing the results and evaluation

Table 1: Suggested Work Packages
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