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Abstract

Immersion is considered to play an important role in improving the player’s experience
when experiencing video games. This thesis investigates the effect and application
possibilities of voice interaction as a tool to increase the player’s immersion, and
attempts to demonstrate them by presenting a prototype. This prototype, a real-time
tactics game called “On my command” (OMC), can be played by mouse and voice
commands or by a virtual reality (VR) device and voice commands. It gives the
player control over a single company of mid 18" century soldiers and serves as a
simple example on how voice interaction can be capitalized on in this context and
how arising problems might be circumvented. Furthermore, as real-time tactics games
often contain some form of violence and increased immersion also changes the way the
player experiences this violence, this thesis will investigate potential hazards of high
immersion in combination with violent video games. But also applications of immersion
outside mere entertainment will be explored and why the research of immersion might
be more important than just to allow the creation of better video games.
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1 Introduction

Voice interaction has always been an inherent part of many visions for the future:
Commercials and science fiction stories often depict the handling of future computers
by giving verbal orders. Captain Kirk of the TV series Star Trek, for example, can often
be seen talking to the spaceship’s computer in a remotely human-like dialog. Apple’s
Siri is regularly shown in advertisements talking to users, imitating human talking,
sometimes even making jokes.

But in reality, we are still far away from this utopia with most voice recognition software
having difficulties understanding the user in certain situations and the technology yet
having to become a normality in every-day life. However, the potential of voice
interaction cannot be denied, including the possibility to create new video games by
using voice control as a new way of interacting with the game world. And while this
has been already realized in several video games, with even software like VoiceBot' on
the market to overwrite classical keyboard shortcuts with voice commands, the topic
remains an important research subject with still numerous questions to answer.

This thesis attempts to give answers about how to use voice interaction in the context of
immersion. It describes, in particular, how a voice-controlled prototype, called “On my
command”? (OMC) was developed to give an example approach on how to capitalize
on voice interaction to increase the player’s immersion, in this case, in a real-time tactics
game. OMC requires only a mouse and microphone with the PC-version, and a VR
headset and microphone with its VR-version. It puts the player into the perspective
of a commander leading a company of 18" century soldiers. The player controls the
company’s actions by giving voice commands and has to defeat several enemies with
the help of allied troops on a battlefield. The game uses a tool provided by Unity 3D?
(the underlying game engine) called KeywordRecognizer [1]. It “listens to speech input
and attempts to match uttered phrases to a list of registered keywords” [1]. This tool is
very simple and cannot do more than to detect the exact phrases and only if the player
speaks loud and clear. Nonetheless, OMC attempts to demonstrate how even simple
speech recognition tools can be utilized to increase the player’s immersion. Moreover,
it will also explore how typical guidelines for immersive and good gameplay in general

Thttps:/ /www.voicebot.net/
Zhttps:/ / github.com/Stieglbauer/OnMyCommand.git
3https:/ /unity.com




1 Introduction

can be applied when voice interaction is involved.

But apart from game design, immersion in general is a topic to be investigated. It is
not only important to understand what makes immersive games so attractive to play,
but also what possible risks and opportunities in the context of high immersion, and in
particular in combination with violent video games, are.




2 Related Work

2.1 A frame analysis conducted by Allison, Newn, Smith et al.

Allison, Newn, W. Smith, et al. [2] conducted a frame analysis with the goal “to
understand the social experience of playing games by voice” [2, p. 1]. Three different
games, all controllable either by manual as well as different forms of voice input, were
played by 24 participants. The participants were then interviewed after each game and
also once more after every game had been played.

The Howler! is described by Allison, Newn, W. Smith, et al. [2] as follows:

The Howler is a physics puzzle game, controlled wholly by the volume
of the players voice. Any sustained sound causes the players avatar (a hot
air balloon) to rise, while the absence of sound causes it to fall. Manual
controls use a mouse click instead of sound. At different altitudes, the wind
pushes the balloon either left or right. The player must use vertical and
horizontal momentum to navigate a series of obstacles. [2, pp. 3-4]

Air Traffic Control Voice (ATCV)? is described by Allison, Newn, W. Smith, et al. [2]
as follows:

ATCV is an air traffic control simulator, in which the player directs aero-
planes to arrive at and depart from airport runways without crashing. It
uses realistic air traffic control vocabulary for commands, such as: “Learjet
two one golf, turn left heading zero six zero”. Manual controls use touch-
screen gestures such as tapping a plane to select it and swiping a semi-circle
to change its heading. [2, p. 4]

Tom Clancys EndWar (EndWar)? is described by Allison, Newn, W. Smith, et al. [2] as
follows:

EndWar is a real-time strategy game in a modern military setting. It uses
‘"who-what-where’ commands [...] such as “unit one, move to Delta” and

http:/ /howler.com/
Zhttp:/ /atcvoice.com/
3no official website available
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“all tanks, attack hostile four”. A menu of commands appears when the
player presses the voice input key. Manual controls follow the standard
scheme for PC strategy games: left mouse click to select units, right mouse
click to send them to a point. [2, p. 4]

Apart from targeted questions about “how much they enjoyed playing, how comfortable
they felt, how much they felt in control, and how much they felt focused” [2, p. 5],
the participants were also encouraged to discuss their impressions and experiences.
From the collected feedback, Allison, Newn, W. Smith, et al. [2] were able to construct
a refined version of the SOC model by Conway and Trevillian [3]. The original SOC
model splits the game experience into three levels: A social world, an operative world,
and a character world [3]. The social world includes the real-life situation outside the
game, whereas the character world describes “the world where object relations take
on symbolic meaning” [3, p. 73], i.e., the character world describes the experienced
situation, environment, and story from within the fictional game world. Lastly, the
operative world describes the way, the player experiences the game as a system, by
interacting with it, knowing the rules and limits, and, e.g., by “[checking] the score” [3,
p- 72].

Allison, Newn, W. Smith, et al. [2] came up with a four-part model, which consisted of
“four frames: social, functional, strategic and imaginary” [2, p. 6]. After reviewing the
SOC model by Conway and Trevillian [3], they noticed that the “’social” and ‘imaginary’
frames are an exact fit for the Social World and Character World in the SOC model, and
that [their] ‘functional” and ‘strategic” frames reflect different keys within the Operative
World” [2, p. 6]. The functional frame refers to the experience of interacting with the
game as a user [2, p. 6], during which the player “focused on the interaction between
their physical behaviour and the gamestate” [2, p. 6]. The strategic frame, on the other
hand, describes the state the player is in when “concentrating on how to manipulate
the dynamics of the gameplay to achieve their intentions and goals” [2, p. 6].

Based on this revised model and the analysis of the interviews, seven themes have been
acquired, which “describe the effects that participants consistently described in their
accounts of voice interaction gameplay” [2, p. 7]:

1. Thematically appropriate voice commands increase engagement with the Char-
acter World: “Across nearly all sessions, participants said they felt more engaged
with the Character World when they used verbal voice commands compared
to when they used manual controls. They described the game as feeling more
‘immersive” or ‘real” with voice commands—more like a world and less like ‘just a
game’.” [2, p. 7]

This effect was stronger the more in character the respective voice commands
sounded, especially when the resulting voice differed significantly from the
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participants’ every-day speech. [2, pp. 7-8]

. Vocalisations that sound odd in the Social World disrupt engagement with the
Character World: This theme referred to the feeling of “[risking] a loss of face
and social status” [2, p. 8] with respect to making unnatural noises or talking in
an absurd way. “Participants consistently described this discomfort as coming
from their own thoughts about what people who were not involved in the game
would think about the sounds they were making” [2, p. 8] and according to
Allison, Newn, W. Smith, et al. [2, p. 8], “[this] drew players attention away
from the Strategic and Character Worlds, and towards the Functional and Social
Worlds that were in conflict”. This effect of loosing immersion was stronger when
non-verbal voice interaction were used, but a comparable feeling of discomfort
and self-awareness could be observed when voice commands had to be repeated
due to the software not recognizing them [2, p. 8].

. Players struggle not to interpret vocalisations as meaningful communication:
This theme revealed a major flaw of non-verbal voice input with the fact, that
some players were not able to use their voice without thinking about saying
something. This manifested in giving the hot air balloon of The Howler voice
commands instead of focusing on the volume of the voice. In particular, “[instead]
of making noise when the balloon should rise and being silent when it should fall,
participants would say “up up up!” when it should rise and ‘down down down!’
when it should fall—which of course only made the balloon rise further” [2, p. 9].

. Players remember voice command phrases by meaning, not always by word-
ing: Remembering the available commands themselves was usually no problem
for the participants, “[however], they often mixed up the phrasing of a command
or used a wrong word, as in saying ‘call tower” instead of ‘contact tower’. This
was particularly common in ATCYV, as it used air traffic control jargon that was
unfamiliar to the participants and it lacked a visible menu of voice commands”
[2, p. 10]. With or without being provided a list of possible commands, players oc-
casionally mixed up their phrases with sentences that were semantically identical
but contained other words than the software required them to. As a result, the
participant’s command was not understood and “[the] participant was not always
aware that their phrasing was the source of the problem when this happened” [2,

p- 91

. Speech intended for the Social World can infringe upon the Functional World:
The fact that it is overly hard for a voice interaction system to distinguish between
intended and unintended input makes it very error-prone, as other noises or
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voices apart from the player’s input can influence the game [2, pp. 9-10]. The
susceptibility of games in that context can be limited by constraining the valid
input elements to only the necessary minimum. For example, “[voice] commands
avoid this for the most part, since only certain words are treated as inputs” [2,
p. 10] or a push-to-talk button might be useful [2, p. 10].

6. Voice commands encourage concentration on the Strategic World: Either be-
cause most participants were probably not used to playing a game with voice
or because of an increased complexity of the voice commands compared to the
manual input, many participants reported the necessity of paying more attention
to the game’s action, i.e., the Strategic World [2, p. 10]. This might indicate an
increased immersion, as “focusing on the voice command options seemed to
facilitate a greater sense of awareness of the game state and the strategic options
that were available” [2, p. 10] and according to Brown and Cairns [4], the player’s
immersion is closely tied to the invested effort and paid attention while playing.

7. Voice commands feel disconnected from their effects in the Strategic World:
Compared to using manual input, the participants reported that “[voice] com-
mands were associated with a sense of distance from the action” [2, p. 10], as
they lacked the feeling of having full control over the commanded units. This
impression was “partly attributable to the spatial and temporal distance between
the voice input and the game’s response” [2, p. 10], as players did not always see
the respective unit on-screen when issuing voice commands, but did so when
using manual controls, because they had to select the unit. Participants therefore
reported the “[need] to look at their units after giving a command to see whether
any of them were responding” [2, p. 10].

Allison, Newn, W. Smith, et al. [2] also summarize their findings and present—among
others—the following principles to achieve certain effects with voice interaction:

* Despite the lowering effect on the player’s sense of agency (the feeling of being
in “control as a user” [2, p. 12]), voice interaction increased the player’s sense of
authority (the feeling of being in “control as a character” [2, p. 12]).

* One way to circumvent the issue of the sense of shame when issuing voice com-
mands outsiders might hear, is to give the embodied character “a distinctive
speaking style, and ensure that voice commands align with this style” [2, p. 11].
This would make “the voice commands unambiguously communicate their pur-
pose as game inputs” [2, p. 11], and thus, the player would not have to worry
about other people’s thoughts.
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“Across nearly all sessions, participants said they felt more engaged with the
Character World when they used verbal voice commands compared to when they
used manual controls. They described the game as feeling more ‘immersive” or
‘real” with voice commands—more like a world and less like ‘just a game’.” [2,

p- 71

2.2 Design Patterns for Voice Interaction in Games

In [5], several design patterns for voice interaction, including their effect on gameplay
are discussed. Allison, Carter, Gibbs, and W. Smith [5] group these patterns into 6
categories:

Diegetic framing;:

This category “consists of the patterns for how the game fiction frames the players
voice input” [5, p. 8]. The patterns of this section concentrate on how well different
ways to receive the player’s input fit into the game world [5, p. 8], which—in our
case—is very important in order to achieve a high immersion. Ideally, the goal
for an immersive, voice-controlled game is to minimize the dissonance between
the player’s voice input and what the game world thematically consists of [6].

Dialogue structure:

This category “contains the patterns that describe how dialogue is configured
between a player and an NPC” [5, p. 8]. However, as the underlying game of this
thesis does not contain any real dialog, and neither do most strategy games, this
category will not be further explored.

Selection:

“Patterns in this category describe methods of distinguishing between objects,
including units and characters, with voice input” [5, p. 10]. As the player does
not really have any selection to make in OMC, this category is not relevant in the
context of this thesis’s topic either.

Navigation:

“Patterns in this category describe methods for delineating spaces and directions
through voice input” [5, p. 11]. This category provides pattern which define
whether the player gives absolute directions and locations within the game world
or relative to the commanded unit.

Control:
“Patterns in this category describe ways of using voice input to control the actions
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of game characters” [5, p. 11]. They either address different attributes of the
player’s voice or what the player needs to say semantically.

¢ Performance:
“Patterns in this category describe voice actions that directly perform the activity
they are meant to produce” [5, p. 12]. As in OMC the emphasis lies on the orders
the player gives and no further requirements to the speech exist, this category
will also be neglected.

If, and how OMC applies the single patterns of these categories is explained in Section
6.1.




3 Preliminaries

To avoid confusion and the mixing of different definitions, the three main terms this
thesis’ topic evolves around will be outlined in their meaning.

3.1 Voice interaction

In the context of this work, voice interaction comprises all methods a user can interact
with and thus influence the game by using his voice. As our voice being the primary
tool to interact with our environment in real life, it is only logical to consider speech
recognition as an important element to create a more natural way to interact with
virtual worlds. And even though voice control never revolutionized the market [7] like
for example touch screens or the internet did, the abilities and functionality of language
processing algorithms and models are being further and further improved to this day.
With that being said, the underlying example for a voice-controlled game is not
implemented with a cutting-edge language processing tool, but rather with a simple,
limited algorithm. But there are ways to compensate for that fact, as explained in the
next section, as well as in section 6.2.

3.2 Realtime-tactics games

Strategy games are a dominant video game genre, which divides into four sub-genres
defined by two variables: The time-scale (turn-based or realtime) and the scope of
planning (strategy with a stronger focus on long-term goals as well as resource manage-
ment, etc., or tactics [8, p. 10]). In our case, we will exclusively look at realtime-tactics
games, as their time-scale as well as the lack of extensive planning allow for a gameplay
being as close to first-person as possible without losing the opportunity to exploit
the advantages of giving commands. After all, a game in which the player issues
commands on a simulated battlefield requires them to speak loud and clear, which
does not only fit the character, the player plays as (the commander of an infantry
company) but also favors the language processing tool’s chance to correctly understand
the player’s phrases.
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3.3 Immersion

To provide a consistent terminology, this thesis will differentiate the terms immersion
and presence according to Slater’s [9] definition. Therefore, immersion will “stand
simply for what the technology delivers from an objective point of view” [9, p. 1],
whereas presence will describe the user’s reaction to the immersion provided by the
game [9]. Yet, it is necessary to point out, that both concepts are strongly intertwined—
as presence “is the response to a given level of immersion” [9, p. 4]—and that the
overall goal is to design the user’s experience [10], and therefore, there might occur
blending of the two terms.

Consequently, a definition for immersion would be sufficient to understand both terms,
but this definition needs to be found first, because “[the] term immersion is widely
used to describe games but it is not clear what immersion is or indeed if people are
using the same word consistently” [4, p. 1]. It is commonly used “though very much in
a casual, colloquial sense but clearly as a positive component of any gaming experience”
[11, p. 3].

Because of that, different attempts were made to split up the concept of immersion
into multiple components by several scholars [4, 12, 13, 14, 15]. Sometimes, for
example, immersion is split up into spatial presence and flow, which correlate to “spatial
immersion in a mediated environment” [16, p. 1] and “immersion or involvement in an
activity” [16, p. 1] respectively. Brown and Cairns [4] instead, split up immersion into
three different levels—engagement, engrossment, and total immersion—which describe
an increasing degree of involvement. These levels are controlled by barriers, of which
some “can only be removed by human activity, such as concentration” [4, p. 1298]
and others “can only be opened by the game itself, such as the game construction”
[4, p. 1298]. “Each level of involvement is only possible if the barriers to the level are
removed” [4, p. 1298].

Moreover, immersion is often made responsible for the player’s “willingness to play”
[13, p. 1272] for hours without growing bored and positively correlates with the flow
felt during gameplay [16], which on the other hand increases the player’s enjoyment
of the game [17]. In other words, immersion is “often critical to game enjoyment” [4,
p. 1297].

Immersion is often related to realism, yet there can be “games with a realistic world
and atmospheric sounds and yet immersion is not achieved” [4, p. 1297], which implies
that a certain degree of realism might be necessary, but is not sufficient on its own. Yet,
the findings of Cheng and Cairns [13] suggest that realism or the consistency of the
game rules are not necessary to uphold the immersion, but perhaps only to initially
engage the player.

10



4 Immersion in other contexts

Even though this thesis” topic evolves around the utilization of immersion in the context
of games, the resulting risks and other use cases outside mere entertainment should
not be withheld. And as real-time tactics games are traditionally about warfare and
therefore contain violent content, the prototype of OMC imposed a closer look at
the effect of immersion apart from a possibly increased enjoyment of the gameplay.
Especially the combination of immersion and active violence and the resulting follow-up
questions will be part of this chapter.

4.1 Realistic violence

Especially when it comes to a violent setting, immersion should be reflected upon
with caution, as the player often plays and therefore sometimes identifies himself with
a person committing or commanding acts of violence, sometimes morally justifiable,
sometimes not. In the underlying game of this thesis, OMC, the player commands
a company of soldiers and can give a variety of orders, some of them intentionally
lethal within the game context. The goal is to rout the enemy companies, but this is
practically impossible without causing casualties and very unlikely without suffering
casualties oneself. As every soldier, who is hit during the game, is animated and plays
an according sound effect, this might disturb certain user groups, even though the
animations are far from realistic. Yet, AAA type games, games with sophisticated
graphics and a high budget, can and sometimes do depict violence in a far more

realistic way. Examples of realistic violent games are GTA V1, the Battlefield series?, or

the Call of Duty series®.

4.1.1 Effect on adolescents

As video games are very popular among teenagers [18], the question, whether the often
depicted violence has a negative influence on the adolescents” development has not
only been the topic of parents [19, 20], media [21, 22], and lawmakers [23, 24], but also

Thttps:/ /www.rockstargames.com/de/games/V
Zhttps:/ /www.ea.com/de-de/games /battlefield
3https:/ /www.callofduty.com/de/home

11
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of several scientific studies [25, 26, 27, 28, 29, 30, 31], which were not yet able to give a
unified answer.

Some studies suggest that playing violent video games do cause the player to behave
more aggressive in comparison to players of video games without the depiction of
violence [26, 27] which is measured by for example in the volume of an unpleasant noise
a player is willing to apply on the headphones of another person shortly after playing
the corresponding game. Yet, other studies criticize this form of measurement as it
attempts to “[generalize] the findings of research conducted primarily in laboratories
and with questionnaires to serious and deadly assaults” [25, p. 292].

Another possible problem with the assessment of violent video games is the fact
that most violent video games are competitive, too, and as suggested by Adachi and
Willoughby [28], it might not be the violence that causes players to behave more aggres-
sive, but the competitiveness experience.

Other studies on the other hand fail to discover any positive correlation between violent
video games and real-life violence at all [25, 31].

According to other studies, the aggression is felt more intensive, the better the player
can relate to their character [30] given that they play the role of a person associated
with violence or war, e.g., a knight or a general. This indicates, that the feelings
and experiences gained through gameplay intensify with a higher immersion, which
is supported by other experiments, where once again the aggression of the player
was more intensive depending on how present the player felt while playing a video
game in a violent context [26]. This shows that especially the combination of violence
and immersion can have an—at least short-term—effect on the player. But the ques-
tion scholars are still divided about is how strong this effect is and how exactly it
affects not only the player’s feelings or mood shortly after playing the game, but in
which ways it can or does influence the development, especially of younger generations.

4.1.2 Effect on users with pre-existing conditions

Apart from children and teenagers, also those with pre-existing psychological con-
ditions should be considered when talking about the risks of experiencing realistic
violence in video games. Perhaps the most prominent case are returned combat vet-
erans suffering from post-traumatic stress disorder (PTSD) who are then confronted
with realistic violence when playing certain video games. As several games, e.g. Arma
3% aim for an as realistic experience of modern warfare as possible, this could cause
players with combat-related PTSD to experience flashbacks or unpleasant memories.
Elliott, Golub, Price, and Bennett [32] questioned six combat veterans with PTSD on

“https:/ /arma3.com/

12
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their experience with combat-related video games and even though their findings
cannot be considered representative, they allow valuable insights.

The interviewed veterans share several memories about flashbacks which occurred
during playing first-person shooters (FPS). For example one of the veterans called
Alberto (all participants were called by a code name) recounted an experience when a
sudden, loud in-game noise startled him in a way that he was forced to stop playing the
particular game for some time [32, p. 273]. As Alberto’s PTSD results from extensive
mortar fire he and his post were exposed to during his deployment, “Alberto spoke of
his ‘freaking out” when confronted with loud auditory reports, reminiscent of mortar
explosions” [32, p. 273].

Another flashback, he and also several other participants of the study told about, was
the smell of gunpowder while playing FPS games [32, p. 273]. Similarly to the loud
noise, this was experienced as a traumatic memory which did not only interrupt the
gameplay (and once again, caused e.g. Alberto to avoid similar games for the following
two months [32, p. 273]) but also reminded the former soldiers of their experiences
during their time in service. Forbes, another participant, told about the imagined smell
of gun cleaner/lubricant after hearing the sound of firing in-game machine guns, which
resulted in him avoiding the use of headphones because he perceived the sound as be-
ing very realistic [32, p. 273]. Apart from sound, also realistic recreations of geographic
environments had the potential to trigger flashbacks, as the veteran Coqui explained
[32, pp. 273, 274].

In conclusion, the triggering of flashbacks and traumatic memories is closely tied to
the realism and immersion the veterans experience while playing FPS games. And yet,
all these traumatic moments with all the psychological pain they inflicted did not stop
any of the participants from playing combat-themed games entirely. At least with the
current technology, it is hardly possible to fully immerse the player in the gameplay
world. Forbes commented on that matter: ““Theres such a huge gap between playing
the video game and then going out and doing it for real, its not even close.”” [32,
p- 273].

Kevin, whose unit was involved with civilian casualties, did even mention that combat-
themed games can help to cope with the traumas [32, pp. 274, 275], “The therapeutic
value in FPS gaming [...] lies partially in its ability to make traumatic realities feel more
game-like in retrospect.” [32, p. 274]. But the question remains, whether this cognitive
process is still possible, when the realism of such games is taken to the extreme.

13
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4.2 Exposure therapy

To understand the next section, it is necessary to clarify the efficacy and use of exposure
therapy in medicine. Rothbaum and Schwartz [33] describe exposure therapy as “a [...]
treatment for Posttraumatic Stress Disorder (PTSD) that requires the patient to focus
on and describe the details of a traumatic experience in a therapeutic manner.”.

The underlying idea is to face and confront the traumatic experience to allow the patient
to eventually cope with it, as “[a]ttempts to avoid [the activation of the fear structure]
result in the avoidance and numbing symptoms of PTSD” [33, p. 60]. Accordingly,
many other studies confirm the efficacy of exposure therapy to treat a wide range of
traumas and mental disorders [34, 35, 36, 37, 38].

4.3 Virtual reality exposure therapy

While there have been for a long time three main types of exposure therapy—in
vivo, imaginal and interoceptive exposure therapy [39, p. 1043]—with the advent of
increasingly immersive and realistic computer applications, another type has established
itself among psychologists: virtual reality exposure therapy (VRET). As the name
implies, this approach utilizes virtual reality to artificially create the desired experience
for the patient.

Although the approach is fairly new, several studies have reported positive results
when VRET is applied [40, 41, 42, 43, 44, 45, 46, 47].

4.3.1 Treatment of PTSD

A study conducted by McLay, Graap, Spira, et al. [40] achieves to drastically reduce
symptoms for PTSD (by at least 50%) for 75% of a small group (20, considering only
those who completed the therapy) of active-duty service members initially diagnosed
with PTSD. Around 10 therapy session were conducted per patient. Yet, taking those
into account who canceled the therapy before its completion (22 of the initially 42
patients), “at least 47% of the participants who entered VRET showed a clinically
significant (30% or greater) improvement on the PCL-M?>" [40, p- 641].

Comparing this to the 44% improvement rate of patients who enter active treatment for
PTSD [40, p. 641], McLay, Graap, Spira, et al. [40] come to the conclusion that “VRET
is a safe and effective treatment for PTSD in service members diagnosed with PTSD
related to deployment in Iraq or Afghanistan”.

5“This is a self-report scale in which a patient rates the severity of the 17 DSM-IV symptoms of PTSD on
a scale from 1 (no symptoms) to 5 (extreme problems) over the past month” [40, p. 637].
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Two trials described in another study [48] were also able to significantly reduce PTSD
symptoms for most patients. One noteworthy finding, that emerged from said study
was the fact, that PTSD scores measured immediately after the treatment were, in fact,
higher for two of the 14 patients who completed the study (by 41% and 13% respec-
tively compared to their pretreatment scores) [48, p. 211]. Nevertheless, in a 3-months
follow-up session, every patient showed PTSD scores, that were at least 13% (30% on
average) lower than pretreatment scores. Until a 6-month follow-up measurement,
these scores were further reduced by 2% [48]. Even though the PTSD symptoms of
both protruding participants were eventually lowered, this shows that VRET can also
cause a negative response from patients or, similar to many other exposure therapy
techniques, “little to no change” [40, p. 640].

The importance of video games, more precisely, the findings in the context of immersion
lie in the possibility to create even more effective, realistic and immersive experiences
in a clinical environment to treat the patient and eventually cure their mental disorders.
The psychological effect of video games increases the more “present” the player feels
[26], therefore one can assume that VRET can be more effective with a more immersive
simulation. After all, one of the obstacles “to emotional engagement in the memory” is
considered “the numbing and avoidance inherent in PTSD” [49, pp. 301, 302].

But also apart from exclusively military-combat-related PTSD, the efficacy of VRET
to treat PTSD symptoms has been subject to several studies [50, 51, 47, 52, 53, 49].
Despite a relatively small number of participants (10), a study [53] attempting to treat
PTSD caused by the attacks on the World Trade Center on September 11t 2001, is
testament to the great potential of virtual reality in medicine. Once again, the study
confirms an improvement in PTSD symptoms after VRET was applied: “Nine of 10
patients with severe PTSD and extensive exposure to the WTC attacks showed both
clinically meaningful as well as statistically significant improvement® compared with a
waitlist control group” [53, p. 1644]. But two facts about the patients make the results
especially impressive: On the one hand, the participants” PTSD resulted from very
different exposures to the attacks, “including emergency services personnel, disaster
workers, and civilians” [53, p. 1644]. On the other hand, 5 of the 10 had participated
in other treatment approaches (including, e.g., imaginal exposure therapy) without a
notable positive effect on their trauma [53, p. 1644].

6The patients and the control group started at mean (SD) CAPS (Clinically Administered PTSD Scale)
values of 62.50 (19.46) and 71.75 (12.02) respectively, which fall within the severe range [53, p. 1643].
“At the end of the treatment period, the mean (SD) CAPS score for the VR group fell just within the
upper border of the mild range (39.90 [25.79]), while the mean (SD) CAPS score for the waitlist control
group remained within the severe range (75.50 [13.14]).” [53, p. 1643]
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4.3.2 Other medical use of VRET

Various studies have examined the possible medical application and usage of VRET in
other ways than PTSD treatment, e.g., to treat acrophobia7 [54, 55], fear of driving [56,
57], fear of flying [58, 59, 60], and multiple other phobias [61, 62, 63, 64].

A controlled study conducted by Rothbaum, L. Hodges, S. Smith, et al. [60] to treat
fear of flying compared the efficacy of the in vivo exposure therapy to VRET involving
just a virtual airplane. The participants of the VRET as well as the ones treated with in
vivo exposure therapy showed (equally) statistically significant improvements in their
anxiety towards flying. Furthermore, 93% of both groups (VRET and in vivo exposure)
had willingly flown within six months after the treatment [60, p. 1024] and the “gains
observed in treatment were maintained at a 6-month follow-up” [60, p. 1025]. But
despite the almost identical results of VRET and in vivo exposure—"[regarding] written
measures and the number of participants to fly on a real airplane following treatment,
[VRET] was statistically indistinguishable from SE® therapy” [60, p. 1025]—VRET still
has several disadvantages. E.g., some patients could not “overcome the fact that the
exposure is not to the "real" stimulus” [60, p. 1025], imposing the question, whether this
can be helped by creating a more immersive experience or is simply a fact that makes
VRET a less useful therapy option for the affected person. Furthermore, issues with
VRET could arise if the program itself had flaws, either through “occasional computer
glitches or difficulties that may interfere with a smooth exposure” [60, p. 1025] or
because of missing scenarios in the original software, which the therapist might need
to treat the patient [60, p. 1025].

4.4 Final remarks about immersion in the context of medicine

Even though VRET and other applications in medicine are disconnected from the core
topic of this thesis, this chapter was included nonetheless. For one, as video games
have always sparked concerns about—especially mental—health, it seems important to
examine and, if possible, rule out the risks. This should be done particularly in a case,
that includes the depiction of violence, even more so, when realism or immersion are a
desired goal during development. Although the effect of such violent and immersive
games is nowadays generally considered relatively harmless for the majority of the
players (see 4.1.1), it is the scholars” and designers’ responsibility [10] to ensure the
safety for more sensitive groups of users (see 4.1.2) as well as to intensively check the
safety of new practices. As Jesse Schell said, “[it] is not enough to think of how games
affect people today - we must consider how they will affect people tomorrow” [10,

"Fear of heights
8Standard exposure, in this case: in vivo exposure
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p. 571].

Another reason for this chapter was to give an outlook on the possibilities more
profound research on the field of immersion can yield outside mere entertainment. The
concept of virtual reality exposure therapy (see 4.3) served as an example for one such
opportunity in the field of medicine, which showed that multiple studies successfully
applied VRET to treat several anxiety disorders, sometimes with results as good as
those of state-of-the-art therapies (see 4.3.1 and 4.3.2). Apart from that, VRET has the
advantage of providing more security (e.g., when treating driving phobia [56]), more
control over the exposure (e.g., when certain traffic situations are desired [56]) and less
expensive therapy (e.g., no plane is needed to treat fear of flight [60]).

Yet, several participants over multiple studies have complained about or even dropped
out of treatment because of an insufficient degree of realism [54, 56, 60]. And although
this might be rooted in the early state of virtual reality at that time, an improved
immersion could help to reduce the dropout rate of such therapies.

But whether immersion is linked to the therapy results themselves still has to undergo
extensive research. Because, despite a few studies having found a correlation between
the patient’s felt presence and induced anxiety [65, 66], no correlation between presence
and the treatment results could be observed in several studies [65, 54, 66]. Only after
the elements of presence were split up into separate components (spatial presence,
involvement, and realness), Price, Mehta, Tone, and P. L. Anderson [14] were able to
correlate one of them—the user’s involvement—to the outcome of the therapy.
Finally, although gaming itself is sometimes reported to have a positive effect on the
psychology of the player [32, 67], this should by no means imply that playing violent
video games or experiencing artificially created scenes of violence is equivalent to a
professionally conducted therapy. Conversely, clinically unsupervised confrontation
might even cause unpleasant flashbacks or traumatic memories [32] without any
positive effect.
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5.1 Guiding design principles

In order to achieve an immersive gameplay, several design principles are to be con-
sidered when developing a game, as the immersion and the way the user perceives
the game are strongly entangled. In other words, “[the] experience of immersion is
often critical to game enjoyment and is made or destroyed by game characteristics”
[4, p. 1297]. Therefore, the goal is to form a realistic (i.e., consistent) and appealing
experience for the player and to avoid all possible interruptions which might break the
immersion. Hence, guidelines, instructions, and tips of multiple (game/user experi-
ence) designers will be considered in the following. Furthermore, flow [17] “could be
said to be related to immersion” [68, p. 68] and is generally considered a goal of game
design on its own, therefore anything, that ensures the player to stay in the flow will be
considered a guideline, too.

5.1.1 Guidelines by Jesse Schell

Jesse Schell describes a game as “a problem-solving activity, approached with a playful
attitude” [10, p. 48]. This implies an existing, clearly stated problem the player faces
and therefore an intended goal, the player desires to reach. The playful attitude is
merely the remark that the player plays the game willfully for its own sake.

But according to Schell [10], also Marc LeBlanc’s taxonomy of game pleasures play an
important role, when it comes to gameplay. Hunicke, LeBlanc, and Zubek [69] define
these “Eight Kinds of ‘Fun’” [70, p. 43] as:

1. Sensation, which describes the pleasure of experiencing a game via one’s senses.

2. Fantasy, which describes the pleasure of imagining oneself as someone/some-
thing else in another world.

3. Narrative, which describes the pleasure of following the unfolding of drama.

4. Challenge, which essentially reemphasizes Schell’s idea of a game as a problem-
solving activity.
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5. Fellowship, which involves any social activity, community and the pleasure of
playing with friends.

6. Discovery, which describes the pleasure of discovering new things and gives
the player a sense of exploring, making the game “uncharted territory” [69, Sec.
Aesthetics].

7. Expression, which means the possibility for the player to express himself by
creating things.

8. Submission, which Schell [10] describes as something very similar to the total
immersion defined by Brown and Cairns [4]: Submission means “leaving the real
world behind and entering into a new” [10, p. 135], whereas total immersion is
described as “being cut off from reality and detachment to such an extent that
the game was all that mattered” [4, p. 1299]. Although both terms might not be
completely congruent, they can be assumed to result in a similar feeling caused
for the player.

Furthermore, Schell describes four necessary conditions in order for the player to
achieve a “flow” [17]: clear goals, no distractions, direct feedback, and a continuously
challenging gameplay. These mean to ensure that the player stays focused and does
neither grow bored with the game nor gets confused about the current situation, e.g.,
whether his last actions had the intended result [10, p. 145]. The last concept, a continu-
ously challenging gameplay, is especially important to ensure a good flow, as too hard
challenges might frustrate the player whereas too easy ones destroy the flow as well
because “[one] cannot enjoy doing the same thing at the same level for long” [17, p. 75].

When it comes to the user interface (UI), Schell defines the main goal of the UI as
making the player “feel in control of their experience” [10, p. 268], whereas a nice
look and a fluid control are “nice qualities”, but not as important [10, p. 268]. This
emphasizes the need to provide an intuitive and yet effective interface to the player.
Schell also compares the term feeling in control to feeling powerful [10, p. 269] which, on
the other hand, highlights the necessary trade-off between simplicity and the number of
options provided to the player [10, p. 292]. The goal, in this case, is a balance between
both, providing the player with any option they need and, at the same time, keeping
the UI as simple as possible. Schell [10] suggests solving this by layering the Ul, thus
hiding less relevant options in menus that the player can open when desired.
Another relevant aspect of UI are modes, which define how the player’s actions are
mapped to the respective results in the game world or—the other way around—how
changes in the game world are mapped to the player’s output device [10, p. 288]. Schell
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[10, pp. 288-299] gives three rules about how to handle such modes in order to provide
the best gameplay experience:

1. Using as few changes as possible: As every new mode defines new rules on
how the player has to act in order to play the game properly or on how the output
is presented to him, it requires the player to relearn every new mode. Therefore,
it is better to limit the mode changes to a minimum.

2. Avoiding overlapping modes: If one mode does only define certain properties of
the in-game mapping, multiple modes can be active at the same time. Once again,
it is desirable to limit such situations to a minimum, so that the player does not
get confused by a frequently changing or overly complex UL

3. Making different modes as different looking as possible: In order to commu-
nicate mode changes effectively to the player, it has to be easily distinguishable,
what mode is currently active at any time. Schell suggests the change of visual
elements of the game, e.g., Ul elements, animations, or the camera perspective
[10, p. 289].

Apart from that, Schell stresses the possibility of using metaphors, as they can remind
the player with one glance of already familiar mechanics and concepts and therefore
provide an easy understanding of Ul elements and interactions [10, pp. 292-293]. This
pursues similar goals as “primality” [10, pp. 281-282], a guideline for UI design, which
also attempts to provide an intuitive interface. Yet, primality achieves this by providing
a very simple and direct form of interaction to the player, e.g., touch interfaces, which
“are primal” [10, p. 281], as they do not require an indirect input, like the usage of
a mouse or a keyboard. Whether a certain input is considered primal—according to
Schell—depends on the question, “whether it is something that animals can do” [10,
p- 281]. And although this is untrue for animals, talking can be seen as a very intuitive
way of interaction and therefore speech input can be considered primal.

Lastly, Schell turns the rule about making different mode look different around, and
points at the fact, that, contrary, objects the player encounters should also act different,
if they look different [10, p. 293]. Because otherwise, the player will expect different
looking objects to fulfill different purposes or perform different actions and will
consequently be confused, if they don't.

5.1.2 Guidelines by LaViola et al.

The guidelines by LaViola Jr, Kruijff, McMahan, et al. [71] about 3D Uls are not directly
addressed at games or immersion, nevertheless, they can be utilized in the context of
a 3D game, especially when combined with virtual reality (VR). Because not only in
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games, but also in the general use of computer applications, the descriptions ““easy to
use,” “intuitive,” or ‘designed with [the user’s] needs in mind.”” [71, Sec. 1. Introduction
to 3D User Interfaces] are desirable qualities.

One of these guidelines is to simulate reality [71, Sec. 10.3.1 Borrowing from the Real
World]. This, however, contains the problem that it is not always possible to create
an entirely realistic simulation due to “the limitations of current technology” [71, Sec.
10.3.1 Borrowing from the Real World], which on the other hand can cause “a worse
user experience than interaction not based on the real world at all” [71, Sec. 10.3.1
Borrowing from the Real World]. Yet, this strongly depends on the context and certain
flaws and unrealistic elements can remain unnoticed or ignored by the user, whereas
realistic elements can improve their familiarity with the system and give an intuitive
understanding of how to interact with it.

Another guideline given by LaViola et al. is the restriction of the user’s degree of
freedom whenever possible [71, Sec. 7.11 Design Guidelines] or, more general, the use
of constraints [71, Sec. 10.4 Design Guidelines]. It essentially aims at the limitation of
the user’s autonomy. While this might sound unintuitive for a good user experience,
it shares a similar reasoning with the trade-off between simplicity and the number
of options provided to the user proposed by Schell [10, p. 292], as it, for example,
simplifies a task in 3D space and makes it “an essentially 2D task” [71, Sec. 7.11 Design
Guidelines]. Once again, this requires the designer to balance both requirements: The
number of options and interaction possibilities presented to the user and the simplicity
of the interface.

LaViola et al. also advocate for “temporal and spatial compliance between feedback
dimensions” [71, Sec. 10.4 Design Guidelines], which essentially aims to ensure two
things: On the one hand, the feedback the user receives should not be delayed by
latency, in other words, the “temporal delay between user input and sensory feedback”
[71, Sec. 10.2.2 Feedback in 3D User Interfaces] should be kept as short as possible
(temporal compliance). On the other hand, the user should see the objects in the
virtual environment (VE) move the same way as expected when, e.g., the user moves
the controlling hand (spatial compliance). Furthermore, the interface should “use
multisensory feedback when appropriate” [71, Sec. 10.4 Design Guidelines], thus
mediate a certain feedback signal not only through visuals, haptics or audio, but a
combination of them.

5.1.3 Principles for interaction design by Nielsen, Norman et al.

Similar to LaViola et al., the guidelines and principles by Nielsen, Norman et al. are not
targeted at games or immersion, but evolve around UI design and usability in general,
which is relevant for the topic nonetheless. “Essentially there needs to be an invisibility
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of the controls for total immersion to take place. Usability flaws could hinder this” [4,
p- 4]. Nielsen lists particularly about feedback several guidelines to bear in mind [72,
p. 134]:

¢ The system should inform the user continuously
* The system should also provide positive feedback

¢ The system should provide the user with partial feedback, as information becomes
available

¢ The system should give different messages different degrees of persistence

Apart from that, the system response times Nielsen [72, p. 135] defines are particularly
important in the context of this thesis, as voice interaction is usually not as responsive as
the conventional input via keys or touch. The fact that both the process of formulating
the command and the latency of the algorithm interpreting the command, respectively,
can take considerable amounts of time is an important issue to consider. Because, as
Nielsen sets the threshold for instantaneous reaction at 0.1 seconds, this is virtually
impossible to realize with voice interaction. For any time span between 0.1 and 1.0
seconds, Nielsen does still consider “no special feedback [...] necessary” [72, p. 135],
as the user’s “flow of thought [stays] uninterrupted” [72, p. 135]. But anything over
10 seconds will most probably cause the user to concentrate on other activities and
requires dedicated signals to regain the user’s attention after completion.

Moreover, Nielsen and Mack [73]! give 10 usability heuristics for user interface
design, which are no specific guidelines, but rather “broad rules of thumb” [74]:

1. Visibility of system status: This essentially means, that “systems should always
keep users informed about what is going on, through appropriate feedback
within reasonable time” [78]. In other words, the user should not only be
shown an overview of the current status, but also get instant feedback about
whether his actions did or did not have the desired effect. The whole concept of
communicating the situation to the user is especially relevant when the user is
expected to make decisions based on the current status.

2. Match between system and the real world: The goal in this case is to provide the
user an interface—especially the words, phrases, and concepts presented to the

1According to Nielsen [74], he developed the initial heuristics for heuristic evaluation together with
Rolf Molich in 1990 [75, 76], refined them in 1994 [77, 73] and “slightly refined the language of the
definitions” [74] in 2020 [74].
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940 ft Elevation

Figure 5.1: The UI of the app (left) clearly tries to recreate the appearance and functions
of the real compass (right). A user intuitively knows how to use the app.
Source: Adapted from [79]

user—that is familiar, natural, and easy to understand [79]. The system should
therefore “speak the users’ language [...] rather than [with] system-oriented
terms” [79]. This does not only concern the language used in the interface, but
also the objects and activities, which should “be similar to those objects from the
real world” [79] (see figure 5.1).

3. User control and freedom: As users will sooner or later make mistakes, realize
that they did not end up where they were or simply want to take a step back, it
is crucial to provide a simple way to undo the last action, take a step back, cancel
the current action or simply close the current view [80]. Whereas it is especially
common in web applications to provide a back button, it is also common in real-
time strategy games to encounter a button, which instantly cancels the current
execution of an order for the addressed units (see figure 5.2).

4. Consistency and standards: “To be easy to learn and use, systems should adhere
to both internal and external consistency they should use the same patterns
everywhere inside the system and should also follow web-, platform-, and domain-
specific conventions” [81]. And just like there are such conventions for web
applications or common tools like those of Microsoft Office? as well as industry
standards in general, so there are conventions for games. These conventions,

Zhttps:/ /www.microsoft.com/en/microsoft-365
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Figure 5.2: While there are different orders, that can be given to the selected units,
there is usually also a Stop button, which cancels the last order and makes
the units stop whatever they are doing at that moment. Source: Planetary
Annihilation: TITANS, https://planetaryannihilation.com

however, are no fixed rules, but rather recurring concepts that have established
themselves in a number of games, like e.g., the fact, that most games are primarily
controlled with the keys W, S, A and D instead of the arrow keys. Yet, “[thirst] for
novelty is a tremendous part of what motivates players to purchase games” [10,
p. 160] and therefore is it also common to see the attempt to revolutionize concepts
and new games breaking long-established conventions, e.g., how Civilization V*
introduced a playing field consisting of hexagons instead of squares. Nevertheless,
it can help players to find familiar concepts when encountering a new game,
especially when it comes to the Ul or the controls.

5. Error prevention: The main idea behind this concept is to make the designer
responsible for preventing the user from causing errors, thus, when errors happen,
not the user should learn from them, but the designer should “redesign the system
to be less error prone” [82]. The errors themselves can be split up into two types
of errors: Slips and Mistakes [83, pp. 170-171]. While slips describe a situation, in
which the user attempts to perform one action and accidentally performs another,
mistakes are characterized by the wrong intention of the user, i.e., the user tries
to reach an—in the current situation—unreachable goal. Slips are usually made
by more experienced users, who are more familiar with the process, and thus,
“pay less attention to its actual completion” [82]. To prevent this, Laubheimer

3https: / /civilization.com/civilization-5/
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[82] suggests several approaches, starting with the recommendation to guide
the user through their interaction, providing sufficient precision where needed
and encouraging to check for errors on one’s own. Apart from that, constraints
might—despite restricting the user’s freedom—rule out certain mistakes before-
hand. Naturally, these constraints have to be chosen properly and rely heavily on
the context, but when designed appropriately, they can prevent errors successfully.
Moreover, suggestions presented to the user might help to choose the right option
right away, which is especially helpful, if the input method is rather inaccurate.
In the context of slips, Norman [83, pp. 177-179] also describes a subclassification:
“mode-error slips”. These types of slips can be compared to what Schell [10,
p. 288] was trying to prevent when talking about different modes in UI (see 5.1.1).
In both cases, the conclusion is to avoid mode changes when possible and clearly
distinguish modes whenever they are necessary.

Preventing mistakes, on the other hand, “involves understanding users mental
models and their expectations and making your designers match them” [84].
Should this fail, then—instead of attempting to learn what the designer’s idea be-
hind the system was—the users “simply give up, deciding that they are incapable
of understanding [the system]” [83, p. 39]. One way to prevent mistakes is simply
to gather user data and learn what the user misinterprets about the designer’s
mental model [84]. As confirmed by Nielsen [85], already a small amount of
testers was able to provide valuable feedback for the design of OMC and could
point out various causes for mistakes. Another design measure to avoid mistakes
is to give the user a preview before an action is triggered or—in case of an action
that takes significantly longer—fully completed [84]. Similarly, the user should
be required to confirm—especially destructive or irreversible—actions. This give
the user the “chance to stop, and double-check” [84] whether the current action
is truly compliant with the user’s intent. The resulting confirmation dialogs,
however, should not be used inflationary, as encountering such dialogs disrupts
the workflow on the one hand, but might also result in the user skipping them
without actually reading the message, thus, not double-checking his action as
initially intended. Lastly, the removal of “memory burdens” [84] can also help to
prevent errors, as Norman [83, pp. 176-177, 185-186] confirms that memory-lapse
is a cause for mistakes, as well as for slips. To counteract this, the designer
has to provide the user with a constantly available summary of the important
information, so that the user can continue his task even after being interrupted
for several minutes [84].

. Recognition rather than recall: This describes an easier interaction for the user
with the U, if the UI uses recognition instead of recall [86]. Because whereas
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recall is the mere process of remembering a name, an action or virtually anything
else, recognition allows the user to remember something by receiving suggestions
or clues from the system, i.e., recognizing something. According to Budiu [86],
recognition does not require as much effort of the user to remember certain pieces
of information as recall does and is therefore desirable. Consequently, recognition
needs the system to provide the right clues or information to the user at the right
time, be that a list of possible commands, the history of visited webpages or
simply tips.

7. Flexibility and efficiency of use: This design rule aims at making the use of
the system more enjoyable for more experienced users. Because as novice users
require the UI to be simple and “rely heavily on step-by-step wizards or clearly
labeled menus, for example, [...] more-experienced users learn keyboard shortcuts
or touchscreen gestures to complete the same task” [87], just quicker, more
efficient and with less guidance needed. Hence, the UI should essentially provide
different approaches for performing a task: At least one to learn the mental model
of the system and at least one other one to perform the tasks faster when desired.
All these methods, however, are not needed to be strictly separated from each
other, as a new user should nonetheless encounter the accelerator—the faster
way to achieve the desired result—although the accelerator being unobtrusive
and less obvious. Because as the new user progresses and gets more and more
familiar with the system, he might, at some point, discover the accelerator, learn
its function and, thus, start using it.

8. Aesthetic and minimalist design: This principle aims to ensure, that important
information is not concealed by irrelevant or rarely used information [73]. There-
fore, less important information should be left out of the UI, so that “visual
elements of the interface support the user’s primary goals” [74]. This should not
be confused with flat design, as flat design aims to simplify the visual appearance
of UI elements “for the sake of trendy aesthetics” [88], while aesthetic and mini-
malist design, on the other hand, reduces the amount of information presented to
the user.

9. Help users recognize, diagnose, and recover from errors: With this principle,
Nielsen and Mack [73] want to emphasize the necessity of effectively communi-
cating errors and the respective solution to the user. It is especially important to
“[tell] users what went wrong in language they will understand” [74], as well as
to design the error message in a way, that makes it easily recognizable as an error
message.

10. Help and documentation: Joyce [89] differentiates between two main categories
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of help provided to the user: Proactive help and Reactive help. Proactive help
describes approaching the user, while no problem has occurred, yet. This can
happen in the form of tutorials or tool tips and is further divided into push and
pull revelations with the difference, that push revelations attempt to provide
general help to the user without any knowledge about the context, whereas pull
revelations are tailored to the user’s current task and appear mostly in the form
of contextual tips [89]. Consequently, pull revelations, but even more so push
revelations should be simple and on-point, while the user should always be able
to skip or easily ignore proactive help elements. Furthermore, all proactive tips
or other notifications, the user might have encountered while using the system,
should be accessible somewhere else, too. Reactive help, on the other hand, comes
into play after the user has already encountered a problem. It that case, it is
important to provide a “comprehensive and detailed” [89] help documentation.
A user should also be able to access very detailed background information if so
desired and, at the same time, retrieve the most important information as quick as
possible. Graphics and videos might be a useful secondary source of information,
supporting the main documentation [89].

5.1.4 Barriers for immersion by Emily Brown and Paul Cairns

As mentioned in section 3.3, Brown and Cairns [4] split immersion into three levels.
Especially the referenced barriers towards accessing each level of immersion should be
considered important principles when a high immersion is the goal.

The first level, engagement, is not reachable for the player, if the initial barrier, access,
does not suit the player [4, p. 1298]. This might include simply the style of the game, the
graphics, or the controls. Whenever the player is put off by some feature of the game, he
is unable to engage, and, hence, will probably not even try to play the game anymore.
Another barrier for engagement is a lack of reward for investing time [4, pp. 1298-1299].
If the player does not get rewarded for playing the game instead of doing something
else, he will not invest a high amount of time, effort or attention, which then prevents
him from getting immersed in the game [4, pp. 1298-1299]. The resulting guidelines
from these two barriers are an appealing art style, not overly complicated controls, and
a rewarding gameplay.

At the second level of immersion, engrossment, “there is a high level of emotional
investment in the game” [4, p. 1299]. The player has to establish an emotional connection
to the game’s content, which is only possible, if the game contains features, that allow
the player to get emotionally affected by. According to Brown and Cairns [4, p. 1299],
this can involve virtually any feature of the game. However, it is how all these features
come together and define how well constructed the game is what allows the player to
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get engrossed. The conclusion is, that the effort, the designer puts into the game, is
perceivable by the player and can help to establish an emotional connection, which
then allows the player to be more immersed into the game.

Lastly, total immersion describes the state of presence in the game, when “the game is
the only thing that impacts the gamers thoughts and feelings” [4, p. 1299]. To achieve
total immersion, the player needs to be connected to the game world through empathy,
as well as the atmosphere. Brown and Cairns [4, p. 1299] emphasizes that empathy
is “the growth of attachment”, as the player is not only attached to the character, but
also cares about their current situation. One step towards this empathy is to put the
player into the position of his character, by, e.g., making the game playable from the
first-person perspective. The second barrier, atmosphere, is very similar to the game
construction with the restriction that atmosphere consists of all relevant features. By
making for example different multisensory features important for the gameplay, the
player needs to concentrate more in order to follow the events in the scene. And with
more attention and effort invested into the game, the player becomes more immersed.

5.1.5 Guidelines for immersion by Ernest Adams

The game design consultant Ernest Adams [90] gives an own taxonomy of different
types of immersion. And even though his three types of immersion cannot be consid-
ered objectively more correct compared to other researchers” attempts to decompose
immersion (see 3.3), he provides valuable advice on improving player immersion.

The first type of immersion, called tactical immersion, “is the sense of being ‘in the
groove’ in high-speed action games” [90, p. 26]. When being tactically immersed in a
game, “the action is so fast that your brain has no time for anything else” [90, p. 26],
thus, it is characterized by quick decision-making, often in a fraction of a second, where
the immersed player plays rather by instinct than by reflecting every step beforehand.
What Adams [90] mentions here, is that the UI plays an important role, as “[to] encour-
age tactical immersion, you must offer the player dozens of small challenges that can
each be met in a fraction of a second” [90, p. 26]. Accordingly, the tactical immersion is
destroyed, as soon as the player encounters abrupt changes in the gameplay, the UI or
when something disrupts the flow, e.g., an unpredicted and hard challenge.

The second type of immersion, strategic immersion, can occur when the player is “observ-
ing, calculating, and planning” [90, p. 26]. It describes the process of planning, solving
problems and facing mental challenges in games and engaging in these activities while
trying to find the best solution. In order to support this type of immersion, the player
has to fully grasp the game’s rules, which also means that their considerations, plans,
and strategies must not be ruined by illogical or purely random game mechanics. Any
bug or bad design feature, which obstructs the player’s process unnecessarily, will risk
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breaking the immersion, whether that is bad path-finding, random combat results or
awkward game mechanics [90, p. 26].4

Finally, narrative immersion describes the immersion resulting of the player growing
attached to the characters and—similar to books and movies—excitedly following the
story. Not only does the story need to contain “interesting characters, exciting plots,
dramatic situations” [90, p. 26], but also the gameplay needs to fit the story. Because of
that, narrative immersion requires the designer to use very different skills—above all,
good story-telling [90, p. 26].

5.1.6 Guidelines for immersion by Erik Fagerholt and Magnus Lorentzon

In a master thesis, Fagerholt and Lorentzon explored a topic—increased player immer-
sion in first-person shooter (FPS) games [68]—which shares many similarities with this
thesis’s underlying research and therefore, their insights regarding immersion will be
considered as well, where applicable.

Fagerholt and Lorentzon [68, pp. 81-82] emphasize, that giving the player autonomy
and the feeling of freedom is an important aspect of immersing the player in the
game. Consequently, the designer is forced to find a balance between providing
enough information to progress and letting the player “discover” the game world at
the same time. Too much information would make the player feel infantilized, yet too
little information about mechanics and the rules could make the gameplay extremely
frustrating. Thus, “the interface should give only necessary information, but not [tell]
him/her what to do, or give the player more information than he or she desire to know”
[68, p. 82]. One helpful UI category mentioned with regard to that are signifiers [68,
p- 75]. These are diegetic (see Figure 5.3) UI elements which communicate information
about another object in the game world. As these information pieces are not explicit,
they allow the player to discover their meaning without any additional help. Ideally,
signifiers reuse a known functionality of the real world which helps the player to
interpret the meaning of each signifier. “For instance, smoke is a signifier of fire, an
empty train station platform signifies that the train has just left, and a pool of blood is
a signifier for danger” [68, p. 75]. An important aspect about diegetic and non-diegetic
elements is the fact, that diegetic elements support immersion, as long as they are

“Despite the name, tactical and strategic immersion is not directly linked to strategy or tactics games.
Even though the terminology has similar origins, a player can be strategically immersed in a tactics
game—e.g., when the player plans his next move in a battle—as wells as tactically immersed in a
strategy game—e.g., when a rival party launches a surprise attack and the player has to react intuitively
to safe his assets. However, playing a turn-based strategy or tactics game might complicate the
development of tactical immersion, because tactical immersion—as aforementioned—requires fast
gameplay, which is hard to create in a game, in which the player essentially controls the game speed.
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Figure 5.3: Diegetic vs non-diegetic:
While non-diegetic UI elements represent the classical graphical user inter-
face in an overlay manner, diegetic UI elements are incorporated into the
game world. In the image, the plane’s degree of damage is indicated with
diegetic UI elements (the smoke) as well as with non-diegetic Ul elements
(the health bar in the lower left corner, consisting of 9 partially filled cells).
Source: Ravenfield, http://ravenfieldgame.com

incorporated into the fictional world which means that they do not seem to be out of
place. Non-diegetic UI elements, instead, can be created without having to fit into the
fiction of the game [68, p. 73], as “players do not seem to think that the non-fictional or
non-diegetic nature of certain game elements affects the game experience negatively.”
[68, p. 67].

In the context of immersion, it is also especially important to effectively communicate
to the player what is possible in the game world and what is not [68, pp. 59-60]. Once
again, the player should not be given too much information by the game, but contrary,
the player should not play the game with a poorer set of actions than the rule set allows
because of the game being unable to provide the player with the correct instructions
in the right way [68, pp. 65-66]. As mentioned before, it is key to give the player
autonomy and grant him the feeling of having discovered a feature instead of it simply
being told [68, p. 66]. One diegetic approach to achieve this is to demonstrate possible
actions for the player by making computer-controlled inhabitants of the game world
perform these actions [68, p. 85]. Yet, if the player is able to observe actions they cannot
do themselves, this will most likely break the immersion [68, p. 86].

Fagerholt and Lorentzon [68, pp. 70-71] also mention the value of UI when it comes
to perceiving the world in a similar way compared to the character the player play
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Figure 5.4: The GUI of On My Command, which the player sees while leading his
company through battle. The orange bar on the left tells the player how
much energy his company has left. The red bar on the right shows how
high the company’s morale is. The number at the top displays the current
number of alive soldiers in the company.

as. Therefore, a UI which is able to properly inform the player about the internal or
external perception of the character can increase the immersion “whilst still digressing
from any sense of realism, fiction or Ul transparency” [68, p. 85].

5.2 User Interface

This section covers the Ul, the way the user interacts with the game, as “there needs to
be an invisibility of the controls for total immersion to take place” [4, p. 1300]. Hence,
the UI of the game OMC was developed with the attempt to cover as many guidelines
and principles mentioned in the preceding sections.

5.2.1 Graphical user interface

The graphical user interface (GUI) of OMC constantly provides the player with three
main variables about his currently commanded unit: The company’s morale, energy,
and soldier count (see 5.4). While the player’s company is defined by more than just
these values and additional insight into the company’s functionality and mechanics
might be helpful in certain situations, this is an attempt to realize the design principle
of aesthetic and minimalistic design by Nielsen (see 5.1.3) as the three shown values are
by far the three most important ones. Additional information, like, e.g., the number of
soldiers with fully reloaded muskets, would therefore make the rest of the GUI seem
less important.
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The information provided, however, is crucial for the player to assess the current situa-
tion. The soldier count, for instance, defines the maximal firepower his company can
muster as well as how long his line would stretch or how severe it is, in comparison to
the total amount, to lose a single soldier. The energy, on the other hand, influences the
unit’s strength in hand-to-hand combat and also the speed the company moves across
the battlefield with. Lastly, the morale is what keeps the player’s men from routing,
given it stays above zero. Should the morale drop to zero, then the company will
retreat and, consequently, the battle be lost. The fact, that this information is constantly
provided to the player in a clear and protruding manner, implements Nielsen’s principle
of the visibility of system status (see 5.1.3).

Furthermore, the elements of the GUI can be split up into two bars and one number,
which has several reasons. For one thing, the morale and the energy are both displayed
as a bar, as they work in a very similar way: Both can deplete and replenish over
the course of one match—the unit can rest to replenish energy and morale penalties
received due to enemy fire will fade with time. Moreover, the morale and the energy
are, unlike the absolute number of soldiers, more intuitively understood as a bar.
Showing the player a seemingly random number representing the unit’s remaining
energy is—especially for new players—not as insightful as seeing a half-full bar which
indicates that the company has consumed half of its initial energy. Another reason for
splitting up the Ul is the fact, that the number of soldiers is always an absolute number,
whereas the morale and energy can take any value within their respective interval.
This differentiation between morale and energy on the one hand and soldier count
on the other hand corresponds to Schell’s guideline “if it looks different, it should act
different” [10, p. 293] (see 5.1.1), as the different mechanics between these two types of
values reflects in their appearance. In addition, it is quite common for games to display
health and stamina/mana with bars and as morale (if morale runs out, the player loses)
and energy (if energy runs out, the unit is far less effective) correspond to these two
mechanics, it can be considered to be consistent with general standards, that can be
encountered in many games. Thus, Nielsen’s principle of consistency and standards (see
5.1.3) is applied. Taking into account, that the bars indicate for both morale and energy
an upper limit also corresponds to Nielsen’s principle Match between system and the
real world (see 5.1.3), as in reality, everybody knows the feeling of being completely
exhausted as well as physically refreshed, and being dead or simply at full health is a
commonly understood concept, too.

Furthermore, the player is unable to give any orders before selecting/addressing
the company by issuing the command “First company, on my command”. The game
therefore supports two modes: A command-mode, which is activated as soon as the
player addresses a company and makes the addressed company execute the given
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Figure 5.5: After issuing the command, the player would have to wait for approximately
3 seconds, before receiving the feedback, that the soldiers correctly under-
stood their command. Not only does the software take some time to detect
a command, but also do the soldiers react with an individual delay (for
aesthetic reasons). Finally, it can take the player a few moments to identify
the played animation as correct or wrong.

orders, and an observe-mode, which is defined by not having addressed a company,
yet, and results in the player’s commands having no effect. Because of that, the Ul
completely vanishes in observe-mode, but is continuously visible in command-mode, in
order to emphasize the transition between the two modes (see 5.1.1) and avoid slips
(see 5.1.3) as the player might attempt to give commands before having addressed any
company.

The symbols next to each GUI element act—as Schell suggested (see 5.1.1)—as
metaphors: A lightning bolt stands for energy, a soldier waving a flag for morale and a
soldier next to a number for the soldier count.

5.2.2 User feedback

Arguably the most important moment for the user to receive feedback, is right after
giving a verbal order to the commanded unit. Because as voice interaction—especially
the software used for this project—is very error-prone, a command can easily be
misunderstood by the system or not understood at all. And although this can be
compensated by speaking loud and clear as well as having experience in the game,
not knowing whether or not the input has been correctly recognized can disrupt the
player’s gameplay and thus, their immersion. Initially, the consequence for the player
was to wait and watch the soldiers to see whether they perform the desired action. But
it turned out that the time that passes until the player can be sure that the command got
registered (estimated up to 3 seconds, see figure 5.5) is far above Nielsen’s threshold
(1.0 seconds) for an appropriate response time [72, p. 135] (see 5.1.3).

Eventually, this problem was circumvented by introducing an off-screen sergeant,
who repeats the respective command of the player. Thus, whenever the player issues
an order, the sergeant yells the same command out loud, whereupon the soldiers of
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Figure 5.6: The fix for the feedback delay after issuing a command, was to introduce
a sergeant, who repeated the commands. This allowed the player to be
informed about a successful recognition of their order with considerably
less delay.

the player’s company perform the intended action. As it turned out, this approach
greatly improved the feedback, as now, the player knows whether the command has
been correctly recognized with far less delay (see figure 5.6) because the sergeant reacts
instantly, and it is easier for the player to check the sergeant’s shout instead of the
soldiers” animations. And even though the time usually needed to receive the feedback
(approximately 1.5 seconds) is still over one second, it can be assumed, that a better
speech-recognition software could further reduce the delay.

Furthermore, there is now no need to watch the soldiers anymore after giving a

command, as the audible feedback provided by the sergeant is confirmation enough.
This gives the player the freedom to observe other parts of the game world while still
being provided with necessary information. While this constraint being out of the way
corresponds to Fagerholt’s and Lorentzon’s idea of increasing the player’s immersion
by granting the impression of freedom (see 5.1.6), the fact that the system’s response is
now both visual and audible follows LaViola’s guideline of multisensory feedback (see
5.1.2).
Apart from that, the yelling also improves the overall atmosphere of the game, as
computer-controlled companies use the same set of audio clips the sergeant uses in
order to support their actions with audible details. After all, the scattered shouting of
commands has always been an established part of many (fictive) battle sceneries, thus,
Nielsen’s match between the system and the real world (see 5.1.3) as well as the necessity
for an atmosphere defined by Brown and Cairns (see 5.1.4) are accounted for.

5.2.3 Comprehension

Due to the limited time, the game was not equipped with an in-game tutorial which
could have taught the player the essentials of the controls or the goals of the game.
Instead, a short text, which describes the task and the controls as well as lists the
possible commands and a small selection of tips, was added to the repository. As
one might expect and as informally received feedback from testers confirmed, this
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probably obstructs the learning experience of the player. Yet, the limited scope of the
prototype—there are only 17 commands the player can issue—allowed most of the
testers to memorize which command to issue in what situation.

However, to further simplify the learning of the commands, the computer-controlled
companies are programmed to use all commands the player can issue except one. Due
to the symmetrically arranged battle situation as well as the audible commands shouted
by the neighboring allies, the player can simply learn the game mechanics by repeating
the same commands he hears being issued by others. As these commands are basically
a part of the game environment, this form of help is not forced on the player but
rather a subtle form of guidance, and therefore, does not give the player predefined
instructions or restrict their sense of freedom. On the one hand, this acts as proactive
help as specified by Nielsen and Mack [73] and Joyce [89] (see 5.1.3) and, on the other
hand, is an attempt to provide enough information to the player without infantilizing
them, as emphasized by Fagerholt and Lorentzon [68] (see 5.1.6).

Another approach, in this case, would be to provide the player with a visual list of
any possible commands to issue at that time. This would have enabled the player to
recognize commands rather than recalling them, just like Nielsen and Mack [73] and
Budiu [86] intended (see 5.1.3). This idea was, in fact, mentioned by some of the people
testing OMC. They noted that, especially when they still had little experience playing
the game and memorizing the commands, seeing the list of all commands or a list of
all possible commands would have been a good help. Some decided to show the list
of the commands documented in the instructions on a second screen, what reportedly
made it easier to play the game until they knew all the commands by heart.

Despite this being one form of push revelation as suggested by Joyce [89], it seemed
to be impossible to implement in the game, as the first idea—showing all commands
on-screen—would have crowded the screen with too much information at once. This
was explicitly not recommended by Nielsen and Mack [73], in particular, the principle
of aesthetic and minimalist design (see 5.1.3).

The second approach—showing only currently sensible commands—would have been
a far better solution, as one command can usually only be succeeded by few other
commands. For example, in theory, the command “Fire” can only be followed by
“Reload”, “Shoulder arms”, or “Charge”. This would have implemented the pull
revelations as a form of proactive help for the user [89]. What made this impossible,
however, is that the logic of commands is controlled by each soldier on his own and not
by the company as a whole. Therefore, any command can be issued at any time and
whether it gets executed by a certain soldier depends on this soldier’s current stance.
A different execution duration for each soldier, which was introduced to increase
realism, can cause the soldiers to have different stances at a certain point in time. For
instance, one soldier can be done with reloading a few seconds before another sol-
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dier is and can therefore receive new orders in that time, which the other soldier cannot.

The game also lacks a clear in-game communication and feedback about the goal of
the game. Without reading the added document, the player does essentially not know
what the goal of the game is, which companies are hostile and which ones are allied, or
what makes the player win or lose the game. On the one hand, this neglects Schell’s
guideline of including a clear goal [10] and, on the other hand, Nielsen’s advice of
providing positive feedback [72]. While this is clearly a flaw in terms of game design, it
can be considered independent of this game being developed with voice interaction. In
other words, implementing these concepts can be done in a voice-controlled game just
as in a game controlled with manual input and should not impair the results of this
thesis.

5.2.4 Autonomy and the feeling of power

The shape of the terrain in OMC contains different types of terrain—hilly and flat—as
well as different vegetation—open field, dense and light forest—which are meant to
provide the player with multiple approaches to experiment with and possible plans
to make. In addition to that, the fact that both the player’s allies together with the
own company and the enemy forces sum up to 180 soldiers each has been a design
choice in order to make the player actively try to gain an advantage. This approach
of providing the player with the tools as well as the necessity to come up with own
tactics and plans to win the battle is intended to encourage autonomous behavior of
the player. Players “seem to immerse themselves into the game experience by making
use of their own reasoning to progress in the game” [68, p. 82] (see 5.1.6). It also
allows room for discovering new advantages by using for example trees as cover, which
embodies one game pleasure by LeBlanc [69, 70] (see 5.1.1). Furthermore, it should
apply the guidelines given by Adams [90] and give the player a mental challenge as
well as the chance to figure out plans and strategies and also limit randomness within
game mechanics as strong as possible (see 5.1.5).

Apart from idling animations, retreat, and holding the formation, the player’s sol-
diers only move when instructed by the player. This and the fact, that the player starts
with the biggest company in the game—which is therefore stronger compared to all
other single units—is supposed to give the player the feeling of power as mentioned by
Schell [10, p. 268] (see 5.1.1).

Furthermore, the player gains the feeling of control and freedom as defined by
Nielsen and Mack [73] and Rosala [80] (see 5.1.3), as it is always possible to cancel the
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current order of the soldiers by issuing the command “Halt” or “Hold”. This causes all
soldiers of the company to stop their current action and return to their initial stance
and position within the formation. This command is designed and implemented to be
issued in any situation, acting like an emergency brake and giving the player the ability
to stop a charge or to undo a previous order.

In order to provide flexibility and efficiency of use mentioned by Nielsen and Mack [73]
and Laubheimer [87] (see 5.1.3), some commands can be issued in a shorter form. For
example, the initial command “First company, on my command” can be replaced by
“First company”. New players are encouraged to speak the full phrase, as it makes
clear what the command’s intention is, but more experienced players might realize that
the shorter form is sufficient, too, and therefore use it instead. This form of shorter
phrases or combining multiple orders into a single command should be a useful tool to
make the usage of such games more efficient. But as such commands can lose some of
their obvious meaning by being shortened, they should not instantly be available for
new players to avoid confusion.

5.3 Realism and Aesthetics

Apart from the core mechanics like voice interaction, immersive features, and the main
gameplay, it was a personal matter not to neglect less important parts, which are not
necessarily important to achieve a high level of immersion, but are nonetheless visible
parts of the game. Furthermore, Brown’s and Cairn’s [4] definition of engrossment,
the second level of immersion, suggests a correlation between the amount of effort
invested by the designer(s) and the achieved emotional connection the player can
establish towards the game. This emotional connection can in return increase the
player’s immersion (see 5.1.4).

5.3.1 Animation

To make the soldiers look more alive, several cosmetic animations have been created,
which do not influence gameplay, but attempt to reduce the “robot-like” behavior.
First off, 13 idling animations have been created, which are randomly played by single
soldiers when standing in formation without being given any order. These animations
range from soldiers praying to soldiers looking around and soldiers scratching them-
selves (see figure 5.7).

Furthermore, every soldier simulates breathing, which makes certain animations, like,
e.g., aiming at an enemy, less static. Aiming itself, on the other hand, is implemented
in a way that soldiers actively aim their rifles at the target, which means that soldiers
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Figure 5.7: A soldier scratching his shoulder while standing idly by. Details like these
are supposed to increase the realism of the scene and give the game a more
appealing look.

can aim uphill, downhill, or slightly to the left or right if necessary. Otherwise, the re-
sulting scene—seeing soldiers aiming straight forward but hitting enemies somewhere
else—would seem awkward and might break the immersion (see 5.1.5). This dynamic
change of the animation at runtime was also another reason not to use prefabricated
animations from external sources.

5.3.2 Sound effects

The sound effects in OMC play multiple roles: On the one hand, the sound acts simply
as an additional element of the atmosphere. It accompanies certain actions of soldiers
or entire companies and is meant to address more than just the player’s visual sense
when playing the game.

On the other hand, sound can also act as a signifier [68] (see 5.1.6) and give the player
important hints during gameplay. One example are the repeated commands as dis-
cussed in section 5.2.2, but also the actions of other companies can be perceived through
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Figure 5.8: The environment of OMC contains several terrain types: Dense forest on
the bottom, an open field on the left and hills in the upper right corner.

audible signifiers. If a company is, for instance, hidden behind a hill, the player can
still locate it by hearing the marching music playing (enemy companies use a different
marching music than allied companies) or hearing the company’s commander’s orders.
This should give the player a sense of spatial awareness concerning his surroundings
by being provided with multisensory information. The engine OMC is developed with,
Unity 3D°, automatically handles the spatial playback in a 3D scene, which allows the
player to roughly locate companies solely by their sound when wearing appropriate
devices, e.g., headphones.

An audio reverb effect and ambient sound of a light forest are implemented to give
the player a more realistic impression of a sound setting compatible to the presented
environment.

5.3.3 Environment

As mentioned in section 5.2.4, the environment is supposed to provide the player with
different terrain types to experiment with: Areas with few trees, open fields and dense
forests (see figures 5.8). A more detailed environment with additional objects like rocks,
houses, water bodies (e.g., a river) or fortifications or further terrain types like swamp,

Shttps:/ /unity.com/
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bushes, high grass, etc. would have been possible if more time and resources had been
available. Yet, this prototype serves as just an example to show the potential of voice
control in the context of real-time tactics games to increase immersion. In addition, a
more detailed environment would have improved the player’s experience, but for this
proof of concept, it was deemed not necessary.

Furthermore, for a more complicated environment to navigate through, a more sophisti-
cated artificial intelligence would be necessary for the computer-controlled companies.

5.3.4 Movement

As this prototype served as an example for real-time tactics games, a classical first-
person interaction (i.e., with the player participating as a soldier) was omitted, even
though it would probably increase the resulting level of immersion as the player could
move freely around. And although there are real-time tactics games with the player
as participating figure (e.g., Mount and Blade II: Bannerlord®), this thesis tried to
concentrate on the player as a commanding figure only, as this is the core mechanic of
tactics games. Hence, in order to avoid distraction [10] (see 5.1.1), the movement in free
space is restricted as LaViola et al. [71] proposed (see 5.1.2). Naturally, if the player
had to command more than one unit, this concept might be confusing as it would lack
the overview the player needs to give sensible commands across the battlefield, which
can therefore require another movement logic.

5.4 Immersion vs Information

A crucial point when developing immersive games, is how to present information
or feedback to the player in a clearly comprehensible manner, but without breaking
the immersion. In the context of this work, it seemed best to incorporate as much
information into the game world as possible. Diegetic UI elements [68] (see figure 5.3)
are one example for displaying information within the game world, therefore without
risking any inconsistencies or a UI, which does not fit the rest of the game.

For instance, it would have been possible to add levitating markers above enemy and
allied companies to highlight their current position or adding a mini-map for the player
to see an overview of the battlefield. However, this was omitted, as this would make
things “too easy” for the player. Too much help and hints would have resulted in a too
little challenge for the player [10] (see 5.1.1). The game is about immersing oneself into
the character of a mid 18" century commander, who has to rely on his senses to lead
his company safely across the field and the addition of a mini-map or floating markers

®https:/ /www.taleworlds.com/en/Games/Bannerlord /
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was considered to lead too far away from the intended game experience and be too
much “artificially displayed” information presented to the player. Giving simple verbal
feedback through the player’s soldiers or mounted scouts could be an additional source
of information which then give the player pieces of information, like for example by
yelling “Enemies on our left!”.

Nevertheless, the GUI discussed in 5.2.1 is non-diegetic and does not use any in-game
elements to communicate their status to the player. On the one hand, this is because of
the importance of the provided information, for example, should the morale drop below
zero for just a moment, the game is lost. On the other hand, these values are difficult to
communicate with diegetic UI elements as precisely and clearly to the player as the
GUI does. The number of soldiers, for example, could be—apart from not showing at
all which would then require the player to estimate the number of soldier by looking
down the ranks—implemented in the game as an answer the player gets, when asking
his sergeant. The ensuing scenario could look like this:

Player: How many men did we lose?

Sergeant: About ten, sir.

Player: Precisely how many of our men are left?

Sergeant (yells): First company! Form up!

Sergeant (then proceeds to walk the ranks up and down for the next few seconds)
Sergeant: We have exactly 76 men left, sir!

While this would come very close to a believable imitation of the way, comman-
ders historically checked the soldier count of their company and would not require
any artificial UI elements, it is rather lengthy to inform the player that way, which
might be—according to Nielsen [72, p. 135]—too long for the user to stay focused on
the dialog and will most likely do something else in the meanwhile. This would then
require the game to make the response by the sergeant more persistent (see 5.1.3). In
the midst of a fight, a single yell might be hard for the player to recognize as important
information.

The energy—or, precisely, the exhaustion—and morale of the player’s soldiers could
be incorporated into the soldiers” animations. A limp, hunched posture and heavy
breathing would imply exhaustion, while frequent looking around or corresponding
facial expressions would indicate a low morale. However, this would be more compli-
cated for the player to analyze compared to one glance at the corresponding bar and
also, adding such animations properly to every action the soldiers can perform will
most probably complicate the animation system.
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6.1 Patterns by Allison et al.

This section discusses the application of patterns given by Allison, Carter, Gibbs, and
W. Smith [5] (see 2.2).

Concerning diegetic framing, OMC uses a combination of three patterns: Speaking
as a character, situated commander and floating commander. Speaking as a character
describes the way of embodying a role while speaking [5, p. 8]—in the case of OMC,
the player embodies the role of a commander and gives commands that fit both in
in-game meaning and into the historical context. This matching of physical input to
the imaginary character played by the player is likely to increase the immersion of the
game:

Virtually embodying the players real voice increases (at least the percep-
tion of) the overlap between the player and character identities. Players
comments indicated that this convergence of identities could be contributing
to an increase in their sense of flow and immersion. [6, p. 268]

Simultaneously, the player takes over the role of a floating commander, as the player
does not directly take part in combat. But on the other hand, the player experiences the
battle from the point of view of a commander and is physically detached neither from
the commanded unit nor from a first-person-like perspective. This is why the player
does not play as a fully floating commander and not a fully situated commander either,
but as a combination of both. In theory, this aims to combine the advantages of both:
“the experience of an embodied persona as the imagined source of the players voice”
[5, p. 9] from seeing the first-person perspective and also “[allowing] the player to
dedicate their full attention to issuing commands without the distraction of managing
an avatar” [5, p. 9]. This is important, as OMC attempts to give an example for real-time
tactics games, whose core game mechanic—i.e., the mechanic “(repeatedly) used [...] to
achieve a systemically rewarded end-game state” [91]—is commanding.

The patterns for navigation given by Allison, Carter, Gibbs, and W. Smith [5] consist
of waypoints, absolute directions and relative directions. As the player in OMC is essentially
part of the commanded unit, the commands are issued with directions relative to the
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company. Absolute directions would have been impractical, not only because they
might confuse the player [5], but also because the company’s motion would behave
unintuitive with absolute movement directions. Thus, it would have violated LaViola’s
guideline of “spatial compliance” [71, Sec. 10.2.2 Feedback in 3D User Interfaces]
(see 5.1.2). Waypoints on the other hand were considered to take too much control
away from the player [5], as the company would then autonomously march towards
the given waypoint. Therefore, relative directions were chosen to control the unit.
This “[approximately] replaces the role of the analogue stick or directional buttons in
traditional game controls” [5, p. 11].

The category of control contains two possible patterns for controlling a unit in OMC:
name an action and name a behavior [5, pp. 11-12]. Because of the simplicity [5, p. 11]
and historical accuracy, the player commands the company by naming the action to
perform, e.g., “Fallback” or “Fire”. But naming a behavior would be possible, too. It
depends on the context, but these behavior orders might sound like “Hold position” or
“Keep your heads down”. More complex games with a similar content could surely
make use of behavior commands like these.

6.2 Circumventing issues

The underlying software for detecting the player’s commands is simple. It can only
detect commands which are exactly phrased like one of the provided phrases and
with no additional words directly before or after the phrase. For example, “Everybody,
make ready” would not be detected, if “Make ready” is the phrase the system uses as
reference. Moreover, the software is very error-prone to words not being pronounced
correctly and the player speaking unclear or not loud enough. Encountering these
issues could destroy the player’s immersion [2, p. 8], as they disrupt the flow and serve
as an unpleasant reminder that it is, after all, just a game.

OMC tries to circumvent these issues by incorporating the necessary attributes of the
player’s voice input into the player’s character. As a commander in the midst of a
battlefield is required to speak loud and clear, and use unambiguous terms every one
of the soldiers instantly recognizes, this scenario perfectly suits the software flaws.
Therefore, should the player be immersed in the game and align the own voice with
one attributed to a commander, the errors and misunderstandings will be less likely
to occur. In return, this reduces interruptions of the flow and immersion, therefore
allowing the player to become more immersed.

The supporting yells shouted by the player’s subordinate sergeant to the soldiers serves
as an additional encouragement to use the voice of a commander when giving orders.
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As the sergeant yells the same commands, it might invite the player to do so, too. On
the one hand, the sergeant acts as a mere example but on the other hand, it could also
take away the player’s discomfort of being the only yelling or just loud voice within
the game.

Another issue, which also occurred in the study by Allison, Newn, W. Smith, et al. [2],
is the fact that players remember voice commands by their meaning, not necessarily by
their phrasing [2]. Multiple testers of OMC reported to have used wrong commands,
like “Go” instead of “March”, which have almost the same meaning, but only one gets
detected by the software. Unfortunately, the software does not give feedback if an input
could not be matched to one of the phrases and because of that, the game does not
either. With the given speech recognition software, one other way to reduce this error
frequency was to add additional phrases as reference. For example, the commands “Fix
bayonets” and “Fix your bayonets” trigger the same action, as a player might say the
“your” although it is not necessary. Once again, the sergeant serves as an example to
guide the player, as he yells the original command when an action is performed. This
might remind the player of the correct phrasing.
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7 Conclusion

“On my command” uses a fairly simple speech recognition tool [1], and yet, it demon-
strates how even chopped off and unnatural voice commands can be incorporated
into the game world. Speaking loud and clear is not only required for the software to
understand the player, but also fits into the character of a commander. Using only a
limited set of commands results from the implementation of the software, but does not
stand out negatively, as a real commander could not use too many different commands
to ensure that the soldiers can instantly recognize each one.

Furthermore, despite the guidelines for usability, game design, and immersion being
developed with applications with manual input in mind, they were almost always
appliable in the case of a voice-controlled game. One exception are the response times
by Nielsen [72]. In particular, the software has to wait for a few moments to check
if a phrase is followed by more words. For example, the keyword recognizer could
have both the phrase “Hold” and “Hold fire” as references, which requires the system
to check if the player also says “Fire” after the word “Hold” has been detected. The
prototype of OMC has shown how appropriate feedback could be implemented without
breaking the immersion, but also without making the player wait for feedback longer
than necessary.

And although no formal survey has been conducted, the overall feedback from testers
has been positive. The usage of voice interaction seems to fit the gameplay and increase
the player’s immersion. Also, putting the player into a first-person perspective but
without requiring any autonomous actions seems to be a good design choice. Other
real-time tactics games have the player either participating as a soldier on their own
(e.g., Mount and Blade II: Bannerlord!) [5] or with a free-floating camera (e.g., in games
of the Total War series?) [5] with no participation in fighting apart from commanding.
OMC demonstrates how the player can utilize the first-person perspective without
getting distracted from commanding, the core gameplay mechanic. The player sees
and experiences the game from the point of view of a commander, but essentially
plays as the company. The character of the commander is invisible, invincible, and
cannot influence the game world in any other way than giving orders to the company.
Should the company get defeated, then its commander will lose, too. This approach

Thttps:/ /www.taleworlds.com/en/Games /Bannerlord /
Zhttps:/ /www.totalwar.com/
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7 Conclusion

of connecting two distinctive objects in the game world to allow the player to embody
one and, at the same time, control the other might be a suitable alternative to the
traditional floating commander [5], especially if the emphasis lies on immersion and
not on commanding a very high number of units.
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8 Discussion

8.1 Alternative input methods for disabled persons

The VR-version of OMC can be played without any manual input. The player simply
looks around with the head and gives verbal commands. This makes the game playable
by some people with mobility impairments, for example disabled persons. Several
possible solutions in this area have already been explored in other studies. Using eye
tracking is one such approach, which might provide the opportunity to play video
games to “the estimated 150,000 disabled persons able to control only the muscles of
their eyes” [92, Sec. 1. Introduction]. Others [93] have presented a way to replace
traditional console controllers with a set of switches and sensors tailored to the user’s
needs and abilities. It allows the creation of “the most suitable interface for the specific
disability” [93, p. 762].

But whereas these approaches all attempt to make commercial games more accessible,
a valid idea would also be to design games with disabled persons in mind in the
first place. This would require people with disabilities to take part in the design
process. As they are, at the same time, the future users of the game, this would result
in Participatory Design. “Participatory Design (PD) represents a new approach towards
computer systems design in which the people destined to use the system play a critical
role in designing it” [94, p. xi]. While the process of bringing both persons with
disabilities but no experience in game design and game designers with no insight in
living with a disability together can be challenging, the resulting team can “create
engaging experiences that offer well-defined ideas of play, are technically feasible, and
build on realistic perspectives on disability” [95, Sec. 7 Conclusion]. Some organizations
(e.g., SpecialEffectl) consisting of therapists and game technology specialists specialized
in the field of making video games accessible for disabled persons provide consulting
to technology companies to make their applications more accessible for persons with
disabilities. Voice-controlled games could support the inclusion of such players and
provide them with an enjoyable experience without the need to adapt the controllers
and input devices to their needs.

Thttps:/ /www.specialeffect.org.uk/
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8 Discussion

8.2 Immersion through a story

OMC does deliberately not have any story incorporated. Although multiple guidelines
suggested good story-telling as a means to increase the player’s immersion [69, 90], it
was decided not to include any sort of story or historical context into the game. On the
one hand, this was considered atypical for a strategy game, as most strategy games
have no story at all or at least do not evolve around their story. Especially games which
include the development of a society or nation, like e.g., Civilization V2, lack any type
of story evolving around a single character. Therefore, using a story to increase the
immersion seemed to be outside the scope of this thesis, which should not imply that it
would be a bad instrument for achieving immersion.

Another reason why story-telling was omitted was the fact, that it would have been
a factor whose influence was regarded unpredictable. In other words, the resulting
immersion of the prototype of OMC might have depended too strongly on the quality
of the story and its incorporation into the game. This, also, would have shifted the
topic of this thesis too far away from its initial subject.

2ht’cps: / /civilization.com/civilization-5/
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