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Abstract

In the industrial setting, it is necessary to organize introductory and demonstrative
courses for the employees which will contain vital information related to the work place,
the job assignments and the employee’s well being. Unfortunately, these courses often do
not relay the intended information due to visualization constraints, inability to reproduce
and experiment with the safety critical situations, and high equipment costs for trial and
error situations. The advancement and availability of the Virtual Reality (VR) is opening
up the possibilities for redesigning industrial courses in order to provide employees with
an opportunity for a hands on experience. They could experiment with the realistic setup
of the safety critical situations or work with the expensive equipment models without the
danger of the injures or causing the material damages.

In this thesis, an example of the VR tutorial was built based on an existing ”High voltage
Electric Vehicle Security” industrial course. The fourteen employees have been selected to
test the application and afterwards participate in the quiz with questions from the VR
tutorial content. The user study results show that the employees found the virtual tutorial
to be a pleasant and entertaining experience. They specifically enjoyed the realistic feel
of the application and felt confident that they could reproduce the same steps in the real
world setup. The quiz performance confirms that the participants were able to answer
related questions with more then 70% accuracy and generalize the obtained knowledge on
the modified tasks.

These positive results obtained from the user study combined with the reasonable de-
velopment and equipment costs suggest that the VR can bring the industrial education to
the new innovative level, help overcome mentioned problems in education and could be a
strong interest point for the companies in the future.
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Introduction and Background Theory
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1. Introduction

Learning is a never ending process. People have the need to constantly improve already
from the early childhood days. In the school, they are faced with simple problems and
given time and resources to find the solutions. They are provided with guidance and
support. In the end, their performance is judged with certain rewards or punishments.
Since they are still in the learning process, the success or failure will have only limited
consequences both for them and their surrounding.

However, while the people mature, the learning challenges become only more complex
and the pressure to master new set of skills increases. In the industry, the employees
have to be trained to perform new tasks, but the negative consequences of failure are not
any more negligible. Setting up demonstrative, industrial training is expensive and the
trial and error situations could damage valuable equipment. Furthermore, safety critical
situations, related to the work positions, can often not be realistically reproduced in order
to prepare future employees how to predict, avoid and handle them. Even beyond the
limitations of the tutorial content, the time and money invested to build these kind of
tutorials can not prevent the knowledge from these courses fading fast from the memory,
causing the employees to under perform when facing the same tasks later.

When it comes to obtaining the knowledge for longer periods of time different methods
could change the outcome. The information the person has obtained only from reading
or hearing it, fades fast. The memory is longer if the task has been demonstrated to the
individual and he has seen the task performed. But it is hard to replace the benefits of
personal experience which stays the longest in the memory. It is not based only on the vi-
sual overview of the task, but additionally on the individual’s muscle memory they obtain
when their own body experienced the task accomplishment.

The Virtual Reality (VR) technology advancements make it possible to reproduce real-
istic experiences with high accuracy. The availability of accompanying hardware, head
mounted displays, has increased together with its quality and the prices have lowered. It
is now affordable for the most companies to use this technology. Therefore, VR could be
a way to overcome mentioned problems, i.e. inability to reproduce certain situations, and
provide the users with the realistic learning experience on a very different topics, without
the danger of material damages or injures.

The focus of this thesis is to evaluate the necessary steps and requirements for building
Virtual Reality tutorials for an industrial training within a company. It will research the
benefits of this approach as well as the costs and the downsides of development. Addition-
ally, it will identify the recurring tasks for the solution development that can be generalized
and reused in the future.
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2. Related work

An idea to use Virtual Reality technology to improve prospects of education and training
is not a new concept. Joseph Psotka has already in 1995 published a paper summariz-
ing expected future benefits of VR technology. He focused on how immersion, as a key
added value of VR, would open up new possibilities in knowledge transfer. According
to him ”the engagement and excitement that is part of the VR phenomenon is an obvious
candidate for exploitation in education and training” [2222]. Furthermore, J. Psotka indi-
cated already existing early experiments with educational VR which included indoor and
outdoor navigation, simple skills training and simulation training.

In recent years, the Virtual Reality training has become popular in an education of main-
tenance workers for an industrial equipment. Researchers from the University of Vigo [66]
explored feasibility of transforming Computer Aided Design (CAD) to VR models suit-
able for interactive training processes. Lin, Ye, Duffy and Su [77] presented an architecture
of VR-based training systems, ”systems that allow trainees to properly operate new equip-
ment before it is actually installed”. They conducted a user study where the participants
had to perform simple tasks based on either user manuals or being shown VR training on
the same topic. The study confirms ”strong positive transfer from a virtual training envi-
ronment to real-world tasks”. Additional interesting result was that procedural skill tasks
improved drastically within VR training while motor skill and simple tasks did not show
significant changes over user manuals’ methods.

In the similar study, Peniche, Diaz, Trefftz and Paramo [22] measured performance dif-
ferences between trainees which needed to perform mechanical assembly tasks on the in-
dustrial sector equipment. They concluded that VR can efficiently replace a major part of
a training process with the real equipment since immersive systems learning effect was
nearly as good as an actual real-world training. This results have been confirmed by Prinz,
Schleyer and Kurth [1919] who showed that the average task performance time has been
reduced 28% with the VR training and 38% with real training compared to the task execu-
tion without any previous training. In addition to mentioned efficiency, they have further
measured effectiveness of VR training by comparing reduction amount of errors produces
after real-world training, which was 17%, and VR training, which was even 50% reduced.

This educational and training benefits of VR technology are already noticed and uti-
lized in industry. A practical testing and production of VR training material has increased
in recent years. Certain companies focus on implementing Virtual Reality training as an
industrial product [2424] [2525]. Others, like Simens, have invested into building their own
internal development pipeline for producing multiple educational and training VR tutori-
als [2323]. With the growing popularity of this technology on the market, it is interesting to
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2. Related work

observe the costs, challenges and limitations faced when implementing VR tutorials and
how beneficial they indeed are to the company and its employees with more complex and
diverse course thematic.
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3. Thesis focus and proposed approach

To evaluate the benefits and downsides of using VR in an industrial education and its
development costs, it is decided to evaluate the process of developing one example of a
virtual tutorial. The choice is to redesign an existing industrial course ”High Voltage Elec-
tric Vehicle Security”. In the course, the employees learn in which way to safely disconnect
high voltage components inside the electric vehicles, a procedural, more complex task. It
can be life threatening for an employee to touch any of the high voltage components in the
vehicle before it was disconnected. Therefore, a safety critical situation is an additional,
interesting aspect within the selected course content.

The VR tutorial is implemented from scratch. This is a first, education, virtual tutorial
implemented within the company; there have been no previous internal resources or re-
search to base this work on. In this regard, the project is a starting point for identifying
necessary requirements and adequate approaches for building this type of virtual tutorials,
design of the first virtual models and reusable functionalites. It is additionally a measure of
necessary investment for the company to start with this type of internal training pipeline.
The technical specifications and the review of software and hardware choices can be found
in the chapter 3.23.2 while the functionalities which could be reused for development of an-
other tutorials in the future are summarized in the chapter 77.

The VR tutorial is tested with the company employees to obtain their feedback and ex-
periences. This user study, summarized in part IIIIII of the thesis, is conducted exactly with
the target audience for this kind of applications in order to realistically measure the bene-
fit of this hands on approach compared to the investment necessary to create this software
solution. Additionally, it is necessary to observe if the employees could adjust to this tech-
nology and if the realistic VR experience has positive consequences on their work perfor-
mance as expected, or if they might find it overwhelming and distracting from the course
content.

3.1. Virtual Reality setup

The VR application needs to be set up in the room where it is safe to map the virtual world
to the real word environment. The users need enough space to experiment in the VR
without running into the physical barriers. One of the first questions is if the application
should be designed to support only seated and standing VR experiences or also a room-
scale.

In the seated VR [1010] the user is experiencing virtual reality in a sitting down position.

7



3. Thesis focus and proposed approach

A chair is commonly used for comfort and the user more often uses mouse and keyboard
or a gamepad instead of motion-based controllers. In standing VR [2828] the user is standing
up in a specific area, but not moving around. He most often uses motion controllers in this
kind of experience and a sensor is required to provide a tracking system. Finally, room-
scale VR is an experience which ”allows users to freely walk around a play area, with their
real-life motion reflected in the VR environment”[2727].

Since the user works with a model of an electric vehicle in the virtual tutorial, the seat-
ing VR solution would not match the problem description. Standing VR configuration is
possible, but enabling physically movement which will be mapped in the virtual space
would more closely replicate real-world situation and make the virtual environment seem
more realistic. Therefore, this application is running with the room-scale setup.

In the VR tutorial the user is placed in a virtual garage modeled accordingly to the
electric vehicles’ work spaces. The real dimensions of this space are much bigger than
normal office room and would be problematic to fit inside most of the convenient rooms
for conducting the virtual reality training. To enable the user certain amount of moving
freedom in the virtual space but also be able to organize the tutorial within the rooms of
limited size, the application benefits from the teleportation strategies within the room-scale
VR setup.

3.2. Technical specifications of the project

This project is implemented as a local solution and it does not need an internet connection
to run. It can be easily transported and set up in any room without the need for wifi. To
build a high quality performance realistic experience in the VR, in real time, an application
has to run on a powerful PC with a strong graphical card. A headset with the six-degrees-
of-freedom (6DOF) was necessary for accurate position and motion tracking within this
type of application.

3.2.1. Head mounted display selection

The application is running on the tethered VR headset connected to the local PC. The three
virtual reality platforms that are currently popular on the market are: HTC Vive, Oculus
Rift and Windows Mixed Reality (WMR) headset. The readily available headsets in the
company are HTC Vive and WMR, compared in this chapter.

The HTC Vive [1111] package includes a headset (Fig 3.1a3.1a), two hand-tracking controllers
and two wireless based tracking stations. The tracking stations can be positioned at the op-
posite sides of the room and create the room-scale play area the maximal size of 4.5 square
meters. The minimum size of play area for the room-scale is 1.5 x 2 meters. The stations
allow precise, 360 degree headset and controller tracking. The headset resolution is 2160
x 1200 pixels while the field of view is 110 degrees. The interpupillary distance (IPD), the

8



3.2. Technical specifications of the project

distance between the center of the pupils in human eyes, is mechanically adjusted on the
Vive headset. The market price is 600 euros.

Windows Mixed Reality headset (Fig 3.1b3.1b) comes only with a pair of motion controllers.
The Microsoft’s system uses a camera on the top of a headset to track the controllers so
the tracking stations are not necessary. For the room-scale experience the play area has to
be defined with minimum size of 1.5 x 2 meters while the maximum boundary size is 5.7
square meters. The WMR headset in question is Dell Visor [1717] with the resolution of 2880
x 1440 and the field of view of 105 degrees. The price of this headset is 300 euros.

(a) HTC Vive headset (b) Windows Mixed Reality headset

Figure 3.1.: The virtual reality headsets

The motion tracking controllers that accompany HTC Vive (Fig 3.2a3.2a) have a Micro-USB
charging port. The controller’s battery can last for approximately six hours before it needs
to be recharged. The Vive controllers utilize tracked motion control from the lighthouse
stations, which means they can be tracked anywhere within defined space only after wire-
less stations are setup in the room. On the other hand, the WMR controllers (Fig 3.2b3.2b) are
tracked with the sensors in the immersive headset and do not require any additional hard-
ware to be positioned in the room previously. However, they can only be tracked when
they are in the headset field of view. They need four AA batteries to be power up and their
life span is about eight hours.

Based on the given comparison, WMR was better choice. The VR course should not
have a dedicated room, but it should be easily transferred and held in different areas and
facilities. Therefore, less necessary hardware to run the application as well as easier setup
was the biggest benefit of this headset. Another important point was that WMR has bet-
ter headset resolution which would enable better readability of textual content within the
course. It is also more affordable solution regarding the price of the hardware. The nega-
tive aspects relate to the controllers. The user will lose tracking of the controllers when they
are not in the field of view and AA batteries are less convenient solution than recharge-
ability via Micro-USB.

More detailed comparison between these two headsets including also a comparison to
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3. Thesis focus and proposed approach

(a) HTC Vive controllers (b) Windows Mixed Reality controllers

Figure 3.2.: The virtual reality motion controllers

the Oculus Rift, which was not mentioned here, is available by Jared Newman and Brad
Chacos [1818].

3.2.2. Software

Depending on the virtual reality platform selection there are different software solutions
to consider. The HTC Vive headset is directly compatible with SteamVR platform, Ocu-
lus Rift uses Oculus home and Windows Mixed Reality officially connects to Windows’s
10 Windows Store. However both Oculus Rift and Windows Mixed Reality support also
SteamVR. The compatibility between platforms and headsets is shown on Fig 3.33.3.

Since SteamVR platform is compatible with any of the virtual reality headsets, it is the
first external library used for the implementation of this project. Therefore, even thought
the solution is built and tested with the WMR headset with minor modifications the project
will work with other headsets. In the chapter 4.24.2 the WMR controllers are taken as an
example for the explanation of the software functionality, but the reader should bear in
mind that the same setup would work with HTC Vive controllers with small adjustment
to the controller’s difference in shape and size.

3.2.3. Choice of the developing tool

Two main game engines that support the development of Virtual Reality software for any
of the three above mentioned tethered VR headsets are Unreal Engine and Unity3D. In
the beginning of this thesis short testing was conducted to determine which tool is better
suited for the development of this type of virtual tutorials. The testing included theoretical
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3.2. Technical specifications of the project

Figure 3.3.: Compatibility graph between VR headsets and software platforms [1818]

research but also producing simple identical game in both game engines. The modeling
tool used is Blender and compatibility with it was a part of the engine selection criteria.

Unity game engine [2626] is one of the most popular game development engines released
in 2005 by Unity Technologies. The main development language is C#. In Unity every
functionality is implemented via C# scripts and it is focused on programming. It is suited
to build mobile, desk, web and console platforms. It has a vast community of develop-
ers which provide extensive support and well equipped asset store [55]. Unity editor (Fig
3.4a3.4a) is much simpler to master for beginners in game development or virtual reality de-
velopment. However, Unity graphics are not optimized and it requires extra work to make
materials, textures and lighting optimal within the applications. All Blender files can be
directly imported in Unity.

(a) Unity editor (b) Unreal Engine 4 editor

Figure 3.4.: The game engine editors

Unreal engine [11] is a game engine attributed to the majority of high powered games
with exceptional graphic. It has been produced by Epic Games. Unreal Engine supports
only C++ development language, but the development technology includes Blueprint vi-
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sual scripting system. Functionality development in Unreal can be based both on C++
code or Blueprints and it is more complex task to implement simple functions. The Un-
real editor (Fig 3.4b3.4b) has higher learning curve for beginners and since the engine is used
mostly by advanced, professional game developers the community support is limited for
beginners. In Unreal it is easier to construct complex materials and lighting is already op-
timized for better visual effects. Blender files must be exported to .fbx format before they
can be used in Unreal.

In summary, Unity engine focuses more on providing easy and simple functionality
implementations, it has very good community support and a lot of already existing free
components within asset store. On the other hand, Unreal is better for producing high
quality graphics and amazing visual 3D experiences but the functionality implementation
is more complex and time consuming. The community support is focused on advanced
professionals. Since the focus of this virtual tutorial is on the functionality implementation
and user understanding rather than visual effects of the product Unity is the better engine
choice.

In the table bellow the advantages and disadvantages of both game engines have been
summarized for better visualization.

Comparison of Unity vs Unreal engine
Feature Unity Unreal Engine 4
Blender compatibility direct import export to .fbx needed
Visual effects not optimized highly optimized
Coding C# main language C++ / Blueprint scripting
Functionality easy implementation more complicated
Community support very good for advanced professionals
Learning curve low high

Selected engine: Unity
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4. Intro room in Virtual Reality

The user will start the virtual tutorial in the VR intro room. It is an unrealistic, colour-
ful and comic-style environment that serves as a safe place for the user to get familiar and
comfortable with the VR technology. The focus is to give a short, easy and simple introduc-
tion to the use of the VR controllers, application specific commands and the background
knowledge necessary for the later task execution.

4.1. Motivation

The first part of the current ”High Voltage Electric Vehicle Security” course consists of a
PDF presentation that will give background knowledge to an employee about the neces-
sary safety measures inside the working garage room. The employee has to know how to
identify, find and use objects, like fire extinguishers or electricity safety hooks, and infor-
mation protocols like meeting place map or alarm plan. Inside the reconstructed virtual
garage room, the user will have to perform the task of finding and identifying the men-
tioned relevant objects. This is supposed to test his understanding of the material and
improve the memorization of the course.

4.1.1. First UI challenges

The challenge of designing the user interface is to provide enough information to the user
about the objects he is looking for and their use without cluttering him with too much
unnecessary information or breaking the immersion. The difficulty lies in the fact that the
course participants could have very different background knowledge in this area. They
would need to be able to get additional help and information, but also skip it easily.

Secondly, the target audience contains people who might not have any prior Virtual
Reality or gaming experience. They might never even need to use Virtual Reality again
after completing this tutorial. Therefore, they need to understand how to interact and
work inside this virtual environment fast and easily and without too much constrain, so
that it does not take their focus from the actual learning task - the content of the VR course.

4.1.2. Early design decisions

Inital research into existing Virtual Reality UI consepts brought up the idea to design a
menu. The menu can be a world object attached to the VR controllers. It can be opened
up and closed at any point by an action simple to remember and access, but which the
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4. Intro room in Virtual Reality

user will not trigger accidentally. This could be a small floating button attached to the
controllers, as represented by [2020] for the leap motion user interface system for the Virtual
Reality. All the necessary information, instructions and tools should be placed inside the
menu. Low fidelity mockups are provided on (Fig 4.14.1).

(a) First menu design (b) Second menu design

(c) Menu opening icon attached to the
controller

Figure 4.1.: Low fidelity mock-ups for first menu designs

The menu content has a simple design. It always has a clear indication of the task and
a description in the form of a short text explanation or a picture. The list of objects that
the user should find inside the garage room are presented only in the text form. This way,
the user would have to know the names of the objects and their purpose in order to be
able to recognize them inside this list of security objects. Since the menu is just meant as a
reminder, it should not be comfortable for the user to keep the menu open for a long time.
Therefore, the user can open up the menu by holding trigger buttons of both controllers at
the same time. This triggers the opening of the menu between the two controllers.

Additionally, accessing the tools from the sketched menu design is a complicated and
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unnatural action. In the following menu version, the tools have instead been redesigned
around the controllers and the menu has been freed only for instructions. This menu im-
plementation is shown on the (Fig 4.24.2).

(a) Opening animation started (b) Partly opened position (c) Opened up menu

Figure 4.2.: Opening up of implemented menu with controllers’ trigger buttons

4.1.3. User feedback and redesign

During the first user demo, the menu design got negative feedback. The introduction
information was too crowded inside the limited menu space. It was complicated for the
user to understand and follow the tasks and the opening command was hard to remember.

New information arose, the introduction to the security signs should also be part of the
VR tutorial. Finally, the user should not be pressed to perform the tasks inside VR without
having a no pressure place to get familiar with the interactions first.

As a solution to the mentioned problems, the VR intro room is created. It is a starting
place of the tutorial where all the necessary information will be gradually provided to the
user, both regarding the VR commands and the security elements specific to this tutorial.

4.2. Controllers’ buttons functionality

The VR controllers are hardware additions that represent the user’s hands in Virtual Re-
ality. The VR motion controllers for the Mix-Reality headset [2121] allow position tracking
when they are in the user’s field of view (Fig 4.3a4.3a). They are the first tools used for inter-
action within the virtual tutorial.

Each controller has six different buttons: the trigger button, the touchpad, the thumb-
stick, the menu button, the Windows button and the grab button (Fig 4.3b4.3b). In order to
simplify the VR tutorial, I decided to use the minimum amount of buttons for the inter-
actions. Only two buttons are relevant: the touchpad, which is used to move around the
virtual world with teleportation, and the trigger button, which is used for all other ob-
ject interactions. However, the Windows buttons’ original functionality is not overwritten:
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(a) Motion controllers (b) Buttons specification

Figure 4.3.: Windows Mixed Reality motion controllers [2121]

with the press of the Windows button the user will leave the VR tutorial application and
find himself in the default Microsoft Mixed-Reality-Portal room.

4.3. Marking toolkit

In the intro room, the user gets to know the security objects. He needs to be aware of the
location and function of these objects in the garage room. Therefore, he will be asked to
find and mark these objects.

The user is provided with the marking toolkit inside the intro room. The marking toolkit
consists of a marking tape and an eraser (Fig 4.44.4). The marking tape is positioned on top
of one of the VR controllers matching to controller’s circular shape. The eraser is placed
on the other end of the controller like it would be at the end of a pencil.
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4.3. Marking toolkit

(a) A marking tape (b) An eraser (c) Tools on the controller

Figure 4.4.: Marking toolkit

The indication that the specific object is marked is the fixed-placed yellow-and-black
piece of the marking tape on the object surface (Fig 4.54.5). The user must touch an object
with the marking tape in order to put the ”marked” label on it. In case the user has marked
the wrong object, he is able to remove the marking by touching the object with the eraser.
The eraser will remove the marked tape and reset the state of the object to not marked.

(a) Not marked first aid kit (b) Marked first aid kit

Figure 4.5.: Example of the marked virtual object
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4.4. Intro room stations

The user has to pass the set of stations in the VR intro room. Each station is equipped with
simple tasks meant to gradually ease the user into VR and provide him with the necessary
background knowledge for completing the tutorial.

On each of the stations the user will find an instruction stand. Each stand contains a
short and simple textual explanation of the task with an accompanying animation. The
video animations remove the need for unnecessary and usually boring text that the user
would otherwise have to read. The pictures represent a universal way of providing in-
structions and information independent of the language.

4.4.1. Start up station

The user starts the tutorial on an oval disk surface. He needs to use the teleporting func-
tion in order to reach the next island since there is no bridge to it. The instruction surface
stand contains the indication that the teleporting is done with the use of the VR controllers
(Fig 4.6a4.6a). Once the user looks at the controllers, he sees that the touchpad button has been
marked yellow and labeled ”Teleport”. With the press of the touchpad button, teleport-
ing points in the VR tutorial will become visible, marking the movement possibilities for
teleporting (Fig 4.6b4.6b). At this point in the tutorial, the user can teleport just to the toolkit
station since he is required to complete the stations in order.

(a) ”Start up” station instructions (b) Teleporting button pressed

Figure 4.6.: ”Start up” station for introducing the teleporting functionality to the user
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4.4.2. Toolkit selection station

Next station gives the user an opportunity to choose which controller he prefers to have the
marking toolkit on. The instruction holds a copy of the marking tape and the eraser (Fig
4.74.7). He can pick them up by touching them with either of the controllers. The controller
that touched the tape is the one equipped with the marking toolkit. If the user wants to
change the selected controller, he just has to touch the copy of the tape with the second
controller.

(a) A copy of the marking tape and the eraser (b) Picking up the toolkit with the left
controller

Figure 4.7.: ”Toolkit selection” station

4.4.3. Marking intro station

When the user has equipped one of the controllers with the marking toolkit, he has to learn
how to use these tools. This information will be given to him on the introduction to the
”object marking” station. This station contains an instruction stand and a table with the
barrel object placed on it.

(a) Instructions on how to mark the object (b) Marking an example object

Figure 4.8.: ”Object marking” station - Mark the object
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The instruction stand contains two short animations. The first animation explains that
the user is able to mark the example barrel object by touching it with the marking tape (Fig
4.84.8). When the user performs this action, the barrel is marked and the instruction stand
continues to the second animation.

The second animation explains that the user is supposed to remove the marking from
the barrel with the eraser (Fig 4.9a4.9a and Fig 4.9b4.9b). When the user has removed the marking,
he still can mark the barrel or remove the marking as many times as he wants. However,
he accomplished both tasks at least once successfully and is allowed to proceed to the next
station (Fig 4.9c4.9c).

(a) Instructions animation (b) Removing the marking (c) Tasks accomplished

Figure 4.9.: ”Object marking” station - Remove the marking

4.4.4. Security objects introduction table

The intro room gives the user a background information on the relevant security objects.
The users can have different familiarity level with them depending on their background.
Therefore, an exhibition table is introduced.

(a) Exhibition table (b) Picking up the exit sign
model

(c) Picking up the fire extin-
guisher model

Figure 4.10.: Exhibition table with the security objects

On the table (Fig 4.10a4.10a) the miniature version of every relevant security object (refer to
chapter 5.35.3) is displayed together with the name tags underneath the model. The user is
able to see all the objects at the same time and read what they are. He can also pick up any
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of the objects from this table. If the user picks up one object, detailed information about
it is displayed on the plane next to the object (Fig 4.10b4.10b and Fig 4.10c4.10c). This way, the user
can choose the objects he wants to familiarize with and only spend time on these, while
skipping the ones he already knows. He is able to spend as much time as necessary at
the exhibition table and then continue to the next station once he is comfortable with his
knowledge.

4.4.5. Garage entering station

Finally, the user teleports himself to the last station. This station is the entry point to the
garage room. The instruction stand will indicates that the user should open the garage
room door in order to finish with the intro room and start with the actual tutorial tasks
(Fig 4.114.11). By turning the door handle, the user activates the level transition and is loaded
into the garage room.

(a) Instructions on how to open the door (b) Garage door

Figure 4.11.: Garage door as an entry to the garage room tutorial

4.5. Colour coding of the stations

Each of the described stations contains a teleport point. Teleport points is locked and glows
yellow until the necessary conditions have been met (Fig 4.124.12). Since the user is required
to complete the intro room stations in the specified order, he is able to teleport only after
he has completed the required tasks on the current station and only one station forward.

The stations are colour coded in order to provide clear feedback to the user at which
point he has successfully performed the tasks on the current station and unlocked the next
station. The successful accomplishment of the task on the current station will cause it
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(a) Unlocked teleport point glows
green

(b) Locked teleport point glows yellow

Figure 4.12.: Locked and unlocked teleport points

to change the background colour from blue to the dark purple (Fig 4.134.13). All completed
stations are dark purple, while the once left to complete are blue. The user is able to return
to any completed station except for the first one.

(a) Not completed station is blue (b) Completed station is dark purple

Figure 4.13.: Colour coding of the intro room stations
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5. Garage room and the objects marking

The current ”High Voltage Electric Vehicle Security” course starts with a PDF presentation
as an introduction to the security measures. The employee has to be aware of these before
he is allowed to start working with the electric vehicles stationed in the garage.

In this virtual tutorial, the user is required to identify and mark all of the safety measure
elements inside the virtual garage. This task trains the user to be more likely to find the
same objects in the real garage space, when he is for the first time introduced to his work
place.

5.1. Static room setup

The virtual garage room is modeled based on an actual working garage space for employ-
ees. By making the virtual room look more realistic and similar to the real world situation
without loosing generality, the user is able to gain more valuable experience and remember
details from the virtual tutorial that he can later apply in his work.

The room has been designed as a simple rectangular room with only one wall extension,
providing a certain amount of occlusion. It has parking spaces for three electric vehicle
models. However, only one vehicle is actually present inside the room. Refer to the low-
fidelity drawing (Fig 5.1a5.1a) and the room implementation in the Unity editor (Fig 5.1b5.1b).

(a) Garage room drawing (b) Garage room implementation

Figure 5.1.: Garage room mock-up drawings and Unity implementation
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In the garage room, the user can interact with every object. The interaction can be pick-
ing the object up and moving it, marking it and removing the marking from its surface, or
activating opening and closing animations. If the user is able to mark almost every object
in the room (just like he could in the real life) he has to pay more attention to the objects
and decide if they are the security objects that should be marked or not. Therefore, the task
of marking an object is much more complex than only testing which ones can be marked
within the VR application.

Most objects in the VR garage are defined as standard ”Throwables”, see section 7.1.17.1.1.
They can be picked up, moved and thrown around the room. The objects attached to the
wall can be divided into two groups: ”Attachable throwables” and fixed objects. ”Attach-
able throwables”, see section 7.1.27.1.2, can also be picked up from the wall and thrown around
the room, but if they are again placed in their original position they will attach back to
where they have been before. Fixed objects on the other hand are pictures and stickers and
they should not be taken from the wall. That would only be a distraction since they are flat
and light weighted and don’t belong anywhere else in the room. Therefore, fixed objects
can only be interacted with but not moved from their original position.

5.2. Garage room instruction stand

When the user enters the virtual garage space, he should get a clear task description. In
his VR intro room experience, the instructions are provided on the instruction stands. Fol-
lowing the same logic, the user is given one last instruction stand at the entry of the garage
room.

The instruction stand (Fig 5.2a5.2a) contains only a textual task description. It informs the
user that he should mark only security objects inside the room but take care not to miss
any. If he needs a reminder of the objects needed to be marked, he is able to find it on the
picture on the wall when he looks to his left from the starting position (Fig 5.2b5.2b). Finally,
the user should press the ”START” button on the instruction stand when he is ready to
proceed with the task.

When the ”START” button is pressed, the instruction stand drops through the ground.
The user is provided with the marking toolkit and the teleporting option, which were
disabled until this point inside the garage room.
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5.3. Security measures

(a) Instruction stand at the garage room entry (b) Reminder list with the security objects’ names

Figure 5.2.: Marking task description components

5.3. Security measures

The necessary security measures in the garage room include knowledge of the location
and usage of the safety objects, and familiarity with the emergency protocols and how to
proceed in case of an extraordinary situation. Safety objects include:

• first aid kits

• fire extinguishers

• eyewash liquids

• safety rescue hooks

The information on how to proceed in case of an emergency is provided on an alarm plan
and an evacuation plan (exit signs and meeting place map).

5.3.1. A First Aid kit and an Eyewash liquid

The first group of safety objects is used to provide an immediate medical help in case of an
accident at the work place. The employee has to know how to help injured coworkers or
treat his own minor injures. For this purpose, each garage room should be equipped with
a first aid kit and an eyewash liquid.
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The first aid kit is a collection of essential medical supplies, including bandages for
wound treatment, antiseptics and simple medication. It is often packed inside a plastic
box containers and positioned on the wall. First aid kits can be identified by a green back-
ground sign with the white cross in the middle (Fig 5.3a5.3a).

Eyewash liquid (Fig 5.3b5.3b) is a saline solution bottle used to rinse out the eyes. In case for-
eign particles or chemicals get into the employee’s eyes while working, he should imme-
diately clean them with this liquid and only afterwards look for further help. Sometimes,
small eyewash liquid bottle can be found inside the first aid kit box.

(a) First aid kit box (b) Eyewash liquid bottle

Figure 5.3.: Security objects for providing an immediate medical help

5.3.2. A fire extinguisher and a safety rescue hook

The second group of security objects is dedicated to the objects used to fight against haz-
ardous situations. In case there is an emergency situation at the work place, like electrical
shocks or fire, it can be controlled or stopped by an employee with the adequate tools.

Every garage space has to be equipped with fire extinguishers. They are used to con-
trol and stop the progress of small fires. The fire extinguisher consists of a high-pressure
container with the specific handle at the top used to release the extinguishing agent inside.
The handle is sealed with a pin. The user has to pull out the pin and break the tamper
seal before he is able to use the fire extinguisher. The instruction steps how to use a fire
extinguisher are printed on the bottle.

The safety rescue hook is a necessary protection item used to help people if they acci-
dentally get in touch with high voltage by retrieving these victims from the electric shocks.
If an employee would try to pull someone who is under the electric shock away from the
source with his hands, he will also become a conductor and get electrocuted. Certain iso-
lation materials are necessary as a bridge between a victim and a rescuer.
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From the information by [1515], safety rescue hooks are ”made from black HD polyethy-
lene with high temperature stabiliser additive, and 2% U.V. stabiliser for high U.V. pro-
tection.” This material will not conduct electricity, which makes the safety rescue hook a
perfect item to pull someone away from high voltage without being hurt. The mentioned
article also stresses the importance of the safety hooks with the new electric vehicle usage
and production and their presence in these garage spaces: ”Electrical voltages in electric
& hybrid vehicles are significantly higher than in a regular vehicle measuring up to 650
Volts of direct current (DC). In dry conditions, accidental contact with parts that are live at
voltages of about 110 Volts DC can be fatal. With the growth of electric & hybrid vehicles,
safety rescue hooks should become common place in vehicle maintenance workshops.”

(a) Fire extinguisher (b) Safety rescue hook

Figure 5.4.: Security objects for fighting the hazardous situations
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5.3.3. An alarm plan, an exit sign and a meeting place map

Finally, the third group of security measures is related to finding and obtaining knowledge
about the adequate procedure in case of an emergency situation. All the necessary infor-
mation is provided inside every garage and it is every employee’s responsibility to know
how to reach it in time and act accordingly to these instructions.

An alarm plan is a paper printout containing instructions on how to proceed in case of
an emergency or an accident. It is usually taped to the entry door or some other visible
place in the room. It presents only a simple three step instruction that the employee must
follow in the indicated order. Emergency numbers and the information of a responsible
contact personnel can also be found on such a paper.

An exit sign is a clearly visible object placed next to the closest emergency exit indicating
the evacuation route. It often contains the word ”exit” printed on it in the local language.
More recently, the word ”exit” is replaced with the picture representation (Fig 5.5b5.5b).

A meeting place or assembly point is a designated place where the people should gather
after they have evacuated the building in the case of an emergency. Often they are required
to also report here after the evacuation so that it can be ensured that the building is really
empty and everyone is accounted for.

Inside the garage room, an employee can find a map with the local street plan and clearly
indicated assembly point (Fig 5.5c5.5c). The assembly point is a green background sign with
white picture showing symbolic drawing of people gathering in the middle.

(a) Alarm plan (b) Exit sign (c) Meeting place map

Figure 5.5.: The information signs how to proceed in the case of an emergency
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5.4. BMW i wallbox

The BMW i wallbox (Fig 5.65.6) is an electrical charging station for electric vehicles such as
BMW i3. In the VR garage room, they are decorative virtual objects. They were modeled
by one of the student designers in the R&D department at Magna Telemotive.

(a) Wallbox handle in place (b) Wallbox handle picked up (c) Wallbox handle dropped on the
floor

Figure 5.6.: BMW i wallbox with ”Attachable throwable” handle

The standard charging cable at the wallbox is an ”Interactive Cable”, also designed and
implemented by the same student. The cable connects the BMW i wallbox to the charging
handle. The handle is defined as an ”AttachableThrowable” (see chapter 7.1.27.1.2) and can be
detached from the charging station, attached back or just dropped down anywhere in the
room.

5.5. Marking task performance grading

When the user has read the task from the instruction stand at the garage entry (refer to
chapter 5.25.2) and started the assignment, he is able to move around the room and mark
or remove the marking from the majority of present objects. The user does not gain any
feedback while performing this task. He is not rewarded for marking the correct object
and he is not punished for marking the false objects. The room situation does not change
even if he has correctly marked all the objects.

The trigger for continuing with the tutorial is to follow the instructions presented on
the only running laptop in the virtual garage room (Fig 5.75.7). As indicated, the user has to
confirm himself that the marking task is completed by putting the controller into the black
virtual object in front of him.
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(a) (b)

Figure 5.7.: Instructions on how to complete the marking task

Once the user has decided to take this action, he can not go back anymore. He is evalu-
ated based on the marked objects and shown his performance as a slow running animation
on the laptop. At the same time, the marking toolkit is removed from the controller since
there is no use for it for the rest of the tutorial. The grading process for the user’s task
performance is presented on the monitor in the following order:

First, the user is evaluated whether he has found all the necessary emergency objects
inside the virtual garage room. Each object’s type is displayed separately with the small
image icon and the name (Fig 5.85.8). The completion of the task is based on an all or nothing
grading, meaning that only if the user has correctly found and marked all the objects of
specific type group, he gains a point for it. The displayed icon will be coloured green with
the ”all marked” text. If the user has marked only some of the objects of this type, the
object’s icons appear gray with ”not all marked” text.

(a) None of the objects correctly marked (b) All objects correctly marked

Figure 5.8.: Evaluation of the objects that should have been marked

Second, the user is evaluated whether he marked any incorrect objects. The monitor
only displays the amount of incorrectly marked objects without indicating their individual
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names.
Finally, the user is presented with his final score. If he failed the marking task, he is

required to repeat this process before he is allowed to continue with the rest of the course
(Fig 5.9a5.9a). If the user passed, he is presented with the instructions on how to proceed with
this virtual tutorial (Fig 5.9b5.9b). The user passed the course only if he correctly marks all the
necessary security measures in the room and does not mark any of the decoy objects that
do not belong to this group.

(a) Marking task failed (b) Marking task successfully passed

Figure 5.9.: Final score indicating pass or fail of the marking task
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6. Working with the vehicle

After an employee has been familiarized with the necessary safety procedures, he is ready
to start working with the electric vehicle. The electric vehicle is safe to work on only after
the high voltage components inside the car are disconnected. The employee has to check
whether this is the case and, if not, personally disconnect the high voltage components in
the vehicle before continuing with his work.

In the current version of the course, a group of employees are led to a car in the garage
where the instructor will show them once the necessary steps for disconnecting high volt-
age components in the electric vehicle safely. These steps are also provided as a check list
on a sheet of paper (Fig 6.16.1).

Figure 6.1.: Check list for disconnecting high voltage in the electric vehicle

In this part of the virtual tutorial the employees are given an opportunity to perform
these steps on their own and make mistakes inside a reconstructed virtual garage without
personal safety risk. An electric vehicle BMW i3 is used for the purpose of this virtual
tutorial. Instructions on how to switch off the voltage on the BMW i3 have been taken from
”BMW i3 Emergency Responders guide” [88] and are explained in detail in the following
sections.
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6.1. BMW i3 as a 3D electric car model

The BMW i3 model’s (Fig 6.26.2) car exterior and interior was acquired by the ”Magna Tele-
motive” company from ”Hum3D”, while the engine parts and emergency disconnect switch
have been modeled by one of the student designers in the R&D department. Each of the
four car doors, front and back car trunk can be opened and closed. Through the front and
back car trunk the user gains access to the relevant parts for turning off the car voltage
which is the goal of this virtual tutorial.

(a) Car exterior (b) Front seats (c) Back seats

(d) 12V car battery (e) Emergency disconnect switch (f) Engine parts

Figure 6.2.: BMW i3 car model

6.2. Instruction screen for the reminder check list

The check list on the sheet of paper that employees get in the current ”High Voltage Electric
Vehicle Security” course to help them disconnect high voltage components in the electric
vehicles is implemented as an instruction screen in this virtual tutorial.

The instruction screen is placed next to the model of the BMW i3 (Fig 6.3a6.3a). By turning on
the instruction screen, the user starts the part of the virtual tutorial dedicated to switching
off the car. Once the screen is on, the list of instructions appear on the TV screen (Fig 6.3b6.3b).
The TV screen is actually a touch screen. The user can expand any of the instructions to
gain detailed explanation by clicking on it (Fig 6.3c6.3c). Like in the rest of the VR tutorial,
instructions are picture based with short and simple text explanations.
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(a) Screen location (b) Screen is on (c) Instruction on the screen expended

Figure 6.3.: Instruction screen for reminder check list

The user can expand or close any of the instructions at any time. He is supposed to
follow the list in the specified order but he does not receive progress feedback on the in-
struction screen. Only after completing the tutorial or failing are his final results displayed.

6.3. Switch the electric car off

The first step in making the electric car safe to work on without the danger of electricution
is to switch it off. The Start/Stop button is located on the right side of the steering wheel
on the BMW i3 model (Fig 6.4a6.4a).

In the VR course the initial state of the car is ”on”. The user is required to switch off the
car before opening the hood by pressing the Start/Stop button. The information display
on the right side of the drivers seat will turn off once the car has been switched off (Fig
6.4b6.4b).

(a) Start/Stop button [88] (b) Information display

Figure 6.4.: Start/Stop button and information display
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6.4. Disconnect high voltage inside the electric car

In order to disconnect the high voltage inside the electric car, the employee has to activate
an emergency disconnect switch. This stops the high voltage electric current circulation
inside the car.

The emergency disconnect switch is placed in the front part of the car, underneath the
car’s hood. Here, the employee can identify two compartments; the emergency discon-
nect switch is located inside the right one marked in red (Fig 6.5a6.5a). The employee will
gain access to the switch by removing the compartment cover. The emergency disconnect
switch is orange, although it is not a high voltage component. It can be pulled apart in the
direction of the arrow (Fig 6.5b6.5b) and pushed back into the starting state. The switch is ac-
tivated when the hole is completely free. The employee uses this hole to install a padlock
to prevent unintended re-activation.

(a) Locating the switch (b) Activating the switch

Figure 6.5.: Emergency disconnect switch [88]

6.4.1. Enabling the user to locate and identify the emergency disconnect switch

In reality, the employee has to press the hood release in order to pop open the car’s hood.
The hood will open up slightly, after which the employee is able to pull it upwards and
open it up.

There was no need to implement the hood release inside the VR course. Instead, the user
is able to interact with the BMW i3 and open up the hood (Fig 6.6a6.6a), the trunk and each of
the four car doors with the controllers. Once the controller has been coloured yellow for
interaction, a press of the trigger button will activate the opening and closing animations.

Under the hood of the vehicle the user can pick up the right compartment cover (Fig
6.6b6.6b), an object that is defined as ”Attachable Throwable” (see chapter 7.1.27.1.2). The user is
able to move the cover, placing it either on the floor, on the car’s surface or just throwing
it around in the room. If the user drops the cover right above its original place, it will
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snap back in. When the user has removed the cover, he will be able to see and identify the
emergency disconnect switch.

(a) Open the car hood (b) Pick up the hood cover (c) Drop the hood cover

Figure 6.6.: Locating the emergency disconnect switch

6.4.2. Switching the emergency disconnect switch on/off with VR controllers

Once the employee has successfully found and identified the emergency disconnect switch,
he can activate it. The switch is activated when it is pulled apart so that the hole is com-
pletely free.

Inside the VR tutorial, the emergency disconnect switch is a static component, therefore
it cannot change position or orientation. However, the user is able to interact with the
switch with the use of the VR controllers. As with any interactable virtual component, the
VR controller glows yellow once it is inside switch collider area.

At this point, the user is able to grab the switch by pressing and holding the trigger
button. If the controllers are moving upwards or downwards while in this state, they also
drag the top of the switch with them. This either pulls the switch apart or pushes it back
together with the bottom part of the switch. The switch has an uncountable amount of dis-
crete states between its closed and open position. Therefore, the user alone is responsible
to detect at which point the switch has been pulled apart enough to be activated. This pro-
vides realistic feeling of activating and deactivating the emergency disconnect switch. The
switch cannot be broken and it is not possible to move it beyond its borderline positions.
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(a) ”Off” position (b) Middle position (c) ”On” position

Figure 6.7.: Activating the switch with the controllers

6.4.3. Secure the emergency disconnect switch with the padlock

Once the employee has pulled the emergency disconnect switch apart, the switch activates
and disables the flow of high voltage electric current through the electric car. After a small
discharging period, the electric vehicle is safe to work on without the danger of high volt-
age. The employee places a padlock on the switch, through the hole that opened up once
the switch was pulled apart, to ensure that there is no accidental re-activation of the switch.

In the tutorial, the user is required to do the same procedure. He first has to collect the
padlock from the padlock control box. The padlock will open up, once it is picked up by
the user. He should drop the padlock on the emergency disconnect switch in order to lock
it. The padlock successfully locks the switch only if the switch is in its activated state (Fig
6.8a6.8a). Otherwise, the padlock just falls down on the car since it could not be attached to
the emergency disconnect switch (Fig 6.8b6.8b).

(a) Successfully locked (b) Fail to lock

Figure 6.8.: Securing the switch with the padlock
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6.5. Disconnect the 12V car battery

The 12V car battery is located in the left compartment underneath the hood of the BMW
i3 (Fig 6.9a6.9a). Inside the compartment the battery is well hidden by additional wiring. The
employee has to navigate to the negative battery terminal and disconnect it from the cable.
He first has to loosen up the nut (Fig 6.9b6.9b) and then he is able to pull off the battery earth
lead in the upwards direction. Finally, the earth lead is secured against re-attaching by
placing the padlock through the ring on the top of the cable.

(a) Locating the 12V car battery (b) Disconnecting the battery earth lead

Figure 6.9.: The 12V car battery location [88]

6.5.1. Locating the 12V car battery

In the VR course, the 12V car battery can be found inside the left compartment once the
cover has been removed. The left compartment cover has the same characteristics as the
right compartment cover. For more details, refer back to chapter 6.4.16.4.1.

There is no additional wiring modeled in the left compartment in the VR course. There-
fore, it would be easy for the user to locate and work with the battery. The battery’s nega-
tive terminal is marked with a minus sign and the black cable connecting to it is the earth
lead that shall be disconnected (Fig 6.106.10).

Figure 6.10.: The 12V car battery model
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6.5.2. Disconnecting the 12V car battery

The 12V car battery is disconnected when the earth lead is pulled away from the negative
battery terminal. The earth lead can be moved only once the screw has been loosened up.
The user can loosen up the screw by pressing the trigger button when the controller is
interacting with its collider. By pressing the trigger button on the controller, the user will
activate the opening of the screw (Fig 6.11c6.11c). The same action will tighten the screw (Fig
6.11b6.11b). Since the battery details are very sensitive and small, the user receives additional
visual feedback. Once the controller is interacting with the screw, the screw will be high-
lighted yellow (refer to chapter 7.47.4). When the screw has been loosened up, the black cable
can be moved upwards to break the connection with the battery (Fig 6.11d6.11d).

(a) No interaction (b) Screw tightened (c) Screw loosened up (d) Cable moved

Figure 6.11.: Steps for disconnecting the 12V car battery

6.5.3. Secure the 12V car battery with a padlock

Once the the earth lead has been disconnected from the battery’s negative terminal, it
should not accidentally be re-attached. Accidental re-attachment, refers here also to the sit-
uation where another employee would re-connect the cable, without realizing that some-
one is currently working on the car. To prevent this, a padlock is placed on the ring at the
top of the cable connector (Fig 6.126.12).

(a) The padlock placement (b) The padlock locked

Figure 6.12.: Securing the 12V battery with the padlock
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6.6. Determine absence of voltage inside the electric car

A Duspol device is used to measure voltage in the electric cars. There are three models of
this device: analog, digital and expert (Fig 6.13a6.13a). In this VR tutorial, the Duspol expert
device was implemented. The Duspol manual [44] introduces all the relevant information
on using these devices, which is summarized in the next chapter.

6.6.1. Model the voltage measuring device

Duspol devices consist of two separate parts: a positive end and a negative end, connected
with a cable. The voltage is measured as a difference of potentials between the positive and
the negative end of the Duspol device. The measured voltage value is indicated by a set
of diod lights attached to the positive end of the Duspol device. To measure the voltage
value, the user places the probe at the top of positive end of a Duspol device on the positive
potential point of the object he wants to measure and the negative probe on the ground or
the negative potential point. In this case, the user gets the accurate reading of the voltage
difference for the target object’s points. If any of the probes of the Duspol device are not
placed next to the voltage potential point, they have a potential value of 0 and act as a
ground point.

(a) Duspol devices (b) Duspol expert device model

Figure 6.13.: Duspol devices and the expert device model

Expert Duspol devices (Fig 6.13b6.13b) measure voltage tresholds. They can detect voltage
levels of 24V, 50V, 120V, 230V, 400V and AC 690V / DC 750V. A higher voltage than 1,000
V could damage the Duspol device. The Duspol device can also measure a lower voltage
value of 12V in case both buttons on it are pressed. Furthermore, the Duspol device will
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also indicate if the measured voltage has a positive flow, i.e. the positive probe of the
Duspol device is measuring the voltage potential higer than the negative probe, in which
case the plus diod lights up. If the flow is negative, the minus diod lights up. However,
the user can use Duspol device to measure an alternating current, in which case both plus
and minus diod will light up during the measurement.

6.6.2. Measure the voltage inside the VR course

In the VR course, the user is able to grab both ends of the Duspol device and move them
around. The probes on the top of the positive and the negative end of the Duspol device
react when they are placed in the colliding area of the voltage potential value. The object’s
potential points are child components of this object, named either ’positive’ or ’negative’
depending on their potential value. These child components contain only a ”Box Collider”
and a script ”Voltage Component” with specified potential value.

The scripts ”Duspol minus” and ”Duspol plus” are implementing all the functionalities
of the Duspol device. The ”Duspol minus” script is attached to the negative end of the
Duspol device and is detected when this end is in touch with voltage potential point. It
then stores the voltage value as well as the point it is interacting with and informs positive
end. The ”Duspol plus” script is attached to the positive end of the Duspol device. Same
as the negative end, it detects contact with voltage potential points. Furthermore, it is
responsible to measure the current voltage of the Duspol device and turn relevant diod
lights on and off to display the measured value.

6.6.3. Example virtual objects for the voltage measurement

The Duspol device is designed to detect and measure both a direct current (DC) and an
alternating current (AC), therefore example objects for both current types are present in
this VR course.

The electric battery (Fig 6.14a6.14a) is designed as an example device for DC. If the user places
the positive end of the Duspol device on the batteries positive potential end, the device will
measure the battery potential. An electric battery has a potential of only 1.2V. The Duspol
device is able to detect only voltage starting from the threshold of 12V. Therefore, if the
user tries to measure the battery voltage, he will only see that the light for positive current
has been activated but no threshold has been reached. If the user tries to measure with the
Duspol’s negative point, he will get the same value but for the current’s negative direction.
The car battery (Fig 6.14b6.14b) also represents an example of a DC device with a voltage level
of 12V.

The electric socket (Fig 6.14c6.14c) is an example of AC device. Any hole inside the electric
socket has the same potential value of 230V. If only one end of the Duspol device is plugged
in, the current value is 230V and it is displayed as a direct current value. Only if both ends
of the Duspol device are plugged into the socket, the device measures 230V of alternating
current.
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(a) Electric battery (b) Car battery (c) Electric socket

Figure 6.14.: Examples of electric devices

6.6.4. The high voltage points inside the electric car

The easiest way to gain access to the high voltage points in the BMW i3 is through the high
voltage cables connected to the vehicle’s engine. The high voltage cables are in the back
trunk of the car. The employee has to remove the protection cover in the back car trunk
(Fig 6.15a6.15a) and open the high voltage connector. Then, he is able to access the high voltage
points for the measurement. The ”High Voltage Component” manual [99] shows how to
open up a high voltage connector (Fig 6.15b6.15b).

(a) Access HV cables in the
VR

(b) HV manual instructions [99]

Figure 6.15.: The high voltage cables in the BMW i3

The steps from the manual are implemented inside the VR course. First, the user has to
remove the connection bridge, a safety measure against accessing high voltage wiring. The
connection bridge is the plastic black cover blocking the mechanical lock. The connection
bridge in the VR course is an ’Attachable Throwable’ (chapter 7.1.27.1.2) and can be picked up
and removed by the user (Fig 6.16a6.16a).

Second, when the connection bridge is removed, the user is able to slide the mechanical
lock to the far right (Fig 6.16b6.16b). This, in turn, frees the connection cable placed above the
mechanical lock. The third and final step is to move the connection cable from its original
position upwards (Fig 6.16c6.16c). This reveals the black wiring objects hidden by that cable.

The wiring objects are highly dangerous and, when the high voltage system of BMW i3
is not disconnected measure 400V of DC. If the BMW i3 car is disconnected properly, the
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(a) Connection bridge (b) Mechanical lock (c) Connection cable

Figure 6.16.: Accessing HV points in the BMW i3

user is be able to measure that the voltage level of this component is 0V. The discharging
process is not instantaneous but rather a linear function of time. The user has to wait for
a short period of time (in the VR course this is 1 minute of waiting time while in real life
it would be 5 minutes) before the voltage will fall from 400V to 0V after the high voltage
system in BMW i3 has been disconnected. If the user measures the voltage during this
discharging period, he is able to see the voltage drop.

6.7. Mark the electric vehicle as safe to work with

The employee is allowed to mark the electric vehicle as safe to work with only after he has
checked that the high voltage components indeed have voltage value of 0V and secured
dangerous points against re-connecting. The high voltage components in the BMW i3
count as checked for the voltage absence only after they have been measured by the Duspol
device and the resulting value has been 0V. Dangerous points, the emergency disconnect
switch and the 12V car battery count as secured against re-connecting only if a padlock
has been placed on them.

The user places the ”Do not switch off! It is worked on” sign (Fig 6.17a6.17a) on a rear-view
mirror of the car when he wants to mark the vehicle as safe to work on. This sign indicates
to other employees that they should not temper with the electrical system in the vehicle
and that, at the moment, the electric system in this car has been switched off.

In the VR course, the user has to find this sign at one of the working tables. When he is
sure that all the necessary actions have been performed, he marks the car as safe by placing
this sign on the rear-view mirror (Fig 6.17b6.17b). The ”Do not switch off! It is worked on” sign
object in the VR course is an ’Attachable throwable’, which means it will snap to the place
when near the mirror. Once the user drops the sign in its place, the action for finishing the
tutorial is triggered and the user crosses to the final scene.
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(a) The ”Do not switch off” sign (b) The sign placement in VR

Figure 6.17.: The vehicle is safe to work on sign

6.8. Game logic and user performance grading

In the VR tutorial, the user is guided in which way to accurately disconnect the electric
vehicle. As mentioned before, the vehicle is turned on in the beginning of the tutorial
and the high voltage system is active. The high voltage system in the BMW i3 produces
400V DC, which is life-threatening in case of direct contact. Therefore, it is crucial to accu-
rately follow the safety steps for disconnecting the vehicle in order to avoid any hazardous
situations.

The user gets the list of steps to perform when disconnecting the vehicle on the check list
screen (refer to chapter section 6.2section 6.2). However, he is not forced to follow the order of these
steps and can interact with the vehicle in any way he chooses. His actions are tracked by
the game and he is graded according to the safety of the steps he performed.

If the user gets in direct contact with a high voltage component with a potential value
bigger than 15V of direct current at the time, the user automatically fails the tutorial. This
situation would cause the employee to get electrocuted in real life and, therefore, is pun-
ished rigorously. He gets the same consequence if he marks the vehicle as safe to work
with before he insured that the vehicle is indeed disconnected, with all the necessary steps.
With inadequate checking, he puts himself and his colleagues at the work place in danger.

Actions that would not put the employee or his coworkers in immediate danger, but are
still discouraged because they could lead to smaller injures or uncomfortable situations,
are graded with negative points. The user will still be able to pass the tutorial even with
negative points, but they will influence his final score.

The table bellow lists the steps and their grading:
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Steps for switching off HV on the electric vehicle
Step Description Depends on
1 switch the car off -
2 activate emergency disconnect switch if 1. STEP not done -10 PTS
3 secure the switch with the padlock if 2. STEP not done CAN’T DO
4 disconnect 12V car battery if 1. STEP not done -10 PTS

if 2. STEP not done -10 PTS
5 secure 12V car battery with the padlock if 4. STEP not done CAN’T DO
6 determine absence of voltage on the car if 1., 2. and 4. STEP not done FAIL
7 mark the car as safe to work with if 3., 5. and 6. STEP not done FAIL
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During the implementation of the ”High Voltage Electric Vehicle Security” VR tutorial, an
attention was dedicated to encapsulating the reusable virtual objects’ features and func-
tionality. This way they can be implemented as part of any future educational tutorials.
The scripts are written in C# for Unity applications as an extension to SteamVR. These
scripts are summarized in this chapter.

7.1. Re-attachable virtual object

7.1.1. ”Throwable” object from the SteamVR

In SteamVR, a ”Throwable” is a virtual object with a rigid body influenced by gravity. The
object can be picked up with the press of a trigger button on the controller and moved
around with the virtual hand. When the trigger button is released, the object is considered
dropped or thrown, depending on the motion of the virtual hand at the time. Its trajectory
is calculated by the physics projectile motion.

7.1.2. ”AttachableThrowable” script

”AttachableThrowable” is an extension to the ”Throwable” script. In addition to the previ-
ously described behavior, the object can be attached to the specified position in the room.
This position is defined by a parent object which contains an ”AttachBack” script. If the
”AttachableThrowable” object is attached to its parent, the position of the object in that co-
ordinate system is updated in each frame, keeping it attached even when the parent object
is moved in the virtual world.

7.1.3. ”Padlock” script

A ”Padlock” script is an extension to the ”Attachable throwable” script. Aside from its
parent to whom the ”Padlock” can be attached, it can also be attached to the target object
in order to lock it. Target objects can have a ”conditionalLock” tag. The padlock will
always lock the target object if it is dropped in its collider area and the object is not a
”conditionalLock”. In case the object is a ”conditionalLock”, it is an object of the type
”Slider” (chapter 7.2.17.2.1) and it has to be unlocked and its parameter ”canBeLocked” has to
be set to true in order for a locking mechanism to be activated.
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The ”Padlock” script should be assigned to the padlock Blender model (Fig 7.17.1), with
opening and closing animations. The script automatically calls the opening padlock ani-
mation each time the padlock is taken by the controller, and the closing animation when
the padlock is attached back to the parent or target object it locks.

(a) Padlock closed (b) Padlock open

Figure 7.1.: Padlock in closed and open state

7.1.4. ”AttachBack” script

An ”AttachBack” virtual object presents an attachment location for ”AttachableThrow-
able” (or ”Padlock”) objects with the specified name. If the object with the matching name,
specified by public parameter ’Object Name’ (Fig 7.27.2), enters its collider area, it automat-
ically snaps to the attachment position. In case it is dropped by the virtual hand in this
state, it becomes attached to the ”AttachBack” object. The ”AttachBack” script allows the
attachment of only one object at the time and it is responsible for storing information of the
attachment position. Attachment position can be automatically calculated from the start-
ing position of the ”AttachableThrowable” object if it starts as attached in the moment of
the scene load and ’Automatic Loc Rot Setting’ is enabled. The developer can also specify
an attachment position manually in the script’s public parameters by disabling ’Automatic
Loc Rot Setting’.
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Figure 7.2.: ”AttachBack” script’s public parameters

7.1.5. Snapping functionality

It is complicated for the user to register at which point the ”AttachableThrowable” object
is in the collider area with its possible ”AttachBack” parent object. Therefore, the snapping
functionality has been implemented as an addition to the ”AttachableThrowable” objects.
It enables objects to automatically snap into the right attachment place when they are in the
parent’s collider area. This helps the user to visually see that an object is in the collider area
and can now be dropped to be attached to this place. If the user decides not to drop the
object, he can just drag it out again and the object will snap back to his hand in the previous
position the moment he is away from the parent’s collider area. The difference between
the collider area that registers the object apperance is about 5% smaller than the collider
area for registering that the object has been taken away. This is done for the application
stability so the object don’t keep jumping from the hand and back when on the collider
border line.

7.2. Sliding virtual objects

A slider here refers to a real world object that contains one smaller part which can move
along specified line in both directions. It can slide between two border points on this
direction line and take any position in between. Some positions, most often border points,
can be trigger points.

7.2.1. ”Slider” script

A ”Slider” virtual object is an interactable VR component which mimics the behavior of a
slider and can be dragged along a defined line with the virtual hand. The ’Slider’ public
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parameter inside the script expects reference to the moving part of the object. The devel-
oper can specify the direction line by selecting one or more direction axes (Fig 7.37.3). The
axes along which the slider will be moved are its local coordinate system axes. One unit
of movement is statically defined as 0.001 mm per frame. The ”Distance” parameter spec-
ifies the maximum offset the slider can take from its original position in the movement
direction.

Figure 7.3.: ”Slider” script’s public parameters

Normally, the slider can be moved in the positive direction along its local coordinate sys-
tem. With selecting ’Should Move Negative’ in the public parameters, the slider movement
is switched to negative direction instead. The trigger point of the slider is the maximum
distance from its original position, no matter the decided direction. In this VR course, the
trigger point is used as a signal that this slider can be locked with the ”Padlock” object or
as a trigger for unblocking another object.

If the user has grabbed the slider, meaning that he has pressed and is holding trigger
button on the controllers while in the slider’s collider area the slider moves together with
the controller. If the user moves the controller upwards the slider is dragged along the
positive direction along the specified axes. If at any point the controllers leave one of the
slider’s collider areas the slider is automatically dropped. If the slider reaches its border
positions, further movement in that direction is impossible.

7.2.2. ”Blockable” script

The ”Slider” object can be blocked from moving by enabling a ’Is Blocked’ public param-
eter. By setting its value, the developer is able to specify if a slider is blocked or not at
the beginning of the game. This parameter is likely to change its value by user interaction
with opening or closing another virtual object (refer to a cable and a screw example 6.5.26.5.2).
For this reason, a simple ”Blockable” script (Fig 7.47.4) has been implemented which allows
to block or unblock a specified slider object as an additional consequence to the opening
and closing animation of the current object.
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Figure 7.4.: ”Blockable” script’s public parameters

7.3. Hidden objects in the VR

In the virtual reality application, each object has its own size and space defined by the col-
lider. Virtual objects appear solid, but the user is able to reach through them, either with
head mounted display or with motion controllers, because of the lack of a physical bar-
rier. If the object in question contains another virtual object hidden inside, the user could
interact with it unknowingly. To prevent this, all interactable objects which are hidden
by another virtual object are disabled. This way, the user is able to interact only with the
outside objects as intended. Only after opening up the outer virtual object, the interactable
virtual objects hidden inside appear and the user gains access to them.

The reusable element is the ”DeactivateInside” script. The developer is able to set up a
list of objects that should be enabled or disabled in the same time. The disabling function
has an effect on the object only if it is currently attached to any parent. If the object is not
attached to another virtual object, it also cannot be hidden by this object. Example is given
in Fig 7.57.5. The padlock box occludes padlocks and they are disabled until the user opens
the padlock box door.

(a) Padlock box closed (b) (c) Padlock box open

Figure 7.5.: Padlock box and the containing padlocks

7.4. Highlight the interacted virtual object

When the user touches a virtual object with the controller, the controller will glow yellow.
This indicates that the user is able to use the controller now to interact with the virtual
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object. This information is very subtle and sometimes not noticed by first time users.
Secondly, the fact that the controller is interacting with something within the virtual

world is not very helpful to indicate which is this object. In the case of a small or near
placed virtual objects, it can become very inconvenient to make a distinction between mul-
tiple virtual objects. The highlighting option for the virtual object means that this object
will become yellow itself when it is interacting with the controller, so the user has a clear
indication what object he is touching at the moment. The example bellow (Fig 7.67.6) demon-
strates how different elements of virtual object glow yellow depending on which one is
currently touched by the virtual hand (represented by the cursor in the provided pictures).

(a) (b) (c)

Figure 7.6.: Highlight currently interacted object part

7.5. Virtual objects from the exhibition table

In the VR intro room (Chapter 44), the user is introduced to the exhibition table where every
virtual object can be picked up from its original position with the trigger button. The
moment the object is picked up, a more detailed object description appears on the plane
on the object’s right side. If the user drops the object, it will automatically jump back to
its original position on the table. This functionality is implemented in the ”PickupObject”
script (Fig 7.77.7).

Figure 7.7.: ”PickUpObject” script

In the ’Name Object’ and the ’Description’ public parameters, the developer can specify
all the necessary information about this virtual object. The plane which shows the object
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description should be already existent in the scene with the name ’ObjectDetailExplana-
tion’. It should be world space canvas consisting of two ”Text” components: title and
information. They are filled respectively with the two mentioned ”PickupObject” public
parameters every time a new object is picked up (Fig 7.87.8).

Figure 7.8.: Minimized ”PickUpObject” script with an example
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User testing and feedback
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8. User testing preparation

After the virtual reality tutorial was implemented, the user study was conducted in or-
der to test the application. The testing was organized internally, only with the company
employees. The selected candidates were required to complete the virtual tutorial and af-
terwards fill out a related questionnaire and a quiz. The questionnaire is focused on the
previous knowledge and similar experiences, while the quiz tests the understanding of the
virtual tutorial content. Finally, for statistic purposes, additional data is obtained during
the user study from the user activity application log.

8.1. Testing candidates selection

The test candidates for the user study have been selected from the company’s employees.
They are familiar with working in the industrial setup, but it was not relevant for the
candidates to be full-time employees. Therefore, working students have also been eligible
for this user study.

The virtual tutorial has been built to consider different levels of topic and technology
familiarity from the participants. The selected candidates should fulfill the same amount
of diversity and have been chosen according to this criteria. Within the diversity criteria,
two main aspects are in the primary focus.

8.1.1. Familiarity with the technology

First, the goal of this virtual tutorial was to test the advantages and disadvantages of using
VR for an industrial education. Coming from different backgrounds, the users might have
a vast or a very limited amount of the previous experiences with the VR technology. Nev-
ertheless, it is necessary that the VR application is intuitive and easy to navigate through,
both for the users who have used VR often (or own a VR headset for gaming or work) as
well as for the people who are experiencing VR technology for the first time. In order to
test this, the user study candidate’s pool would have to contain different VR experience
levels.

The users should be able to easily understand instructions and perform given tasks at
their own pace through the application, but they should also learn and have fun in the
process. To make the learning experience more entertaining and intuitive, the VR tuto-
rial is designed to animate users and contains gamefication elements. The gamefication is
explained by Cheong, Filippou and Cheong [33] as a concept that ”makes use of elements
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from games, which are well known for motivating and engaging players for lengthy peri-
ods, and apply them to non-game contexts in order to recreate the same level of motivation
and engagement for other purposes.” The gamefication aspect could provide a different
experience both for the users who are familiar with this concept or games in general and
the ones who do not spend much time in this branch of entertainment. In the literature
review from 2014 [1212], it is seen that the gamefication concepts have not been used only
for traditional education, but also ”carried out within companies for the purposes of in-
service training.” This virtual tutorial is testing the same advantage in combination with
the VR technology.

8.1.2. Familiarity with the tutorial content

Second, this virtual tutorial is an implementation of the ”High Voltage Electric Vehicle
Security” course, an educational course on how to safely disconnect high voltage compo-
nents in the electric vehicles. Additionally, the course also teaches the necessary security
measures inside the work space.

The test candidates who worked before with high voltage or the electric vehicles would
be expected to have better understanding of the course content compared to someone who
is new to this topic. The BMW i3 is an electric car model in this virtual tutorial, giving ad-
ditional advantage to the users who have driven or opened this car before. Furthermore,
if the test candidate has taken the current version of the ”High Voltage Electric Vehicle
Security” course, he would be able to provide an interesting comparison between his ex-
periences from this course and the VR tutorial.

The employees in the different company departments were likely introduced with some
aspects of security measures. These security measures could be the same as the ones which
are the necessary part of this virtual tutorial, chapter 5.35.3, or it could be its subset. Depend-
ing on the subset of these security measures that the employee has been familiarized with
before, he might react differently to the content provided in the VR tutorial.

The mentioned aspects are important to be defined and considered during the user
study and the result processing afterwards. Independent of only previous knowledge
of the candidates, the virtual reality tutorial has to be fun, educational and realistically
reproduce the real life situation.

8.1.3. Test groups

Based on the two main aspects from the previous chapters, four basic groups of candidates
are defined. The goal was two acquire people belonging to each group defined in the table
bellow. The user testing was organized in the period of three consecutive work days and
the total number of participants was fourteen.
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Four basic test groups for the user study candidates
Virtual Reality Experience Electric Vehicle Experience Number of Users

Group 1 X X 0
Group 2 X X 3
Group 3 X X 3
Group 4 X X 8

Total number of user: 14

8.2. Questionnaire for the user study participants

The user study participants are selected from the four different target groups defined in the
previous chapter. Membership to these target groups is expected to influence the applica-
tion experience and the obtained results from the user study. Each participant is asked to
fill in a questionnaire about their background knowledge, allowing to evaluate a possible
correlation between this data and the results from their participation in the study. Focus of
the questionnaire is experience with the virtual reality technology, gamefication, and this
course’s content.

The questionnaire is created in Survey Monkey with ten questions. First, the user has
to provide his participant ID (Fig 8.18.1). The ID is generated automatically from the user’s
order in the test study. Each application run will check from how many candidates the
data has been collected and calculate the participant’s ID as this number increased by one.
The user gets the ID from the application once the tutorial has been completed.

Figure 8.1.: Question 1 from the ”TM-VR-Schulungen” questionnaire

The next three questions (Fig 8.28.2 and Fig 8.38.3) focus on the user’s familiarity with virtual
reality, gamefication and games. Afterwards, the user is asked if he has completed the
current version of the ”High Voltage Electric Vehicle Security” course and, finally, what
is his experience with working on the electric vehicles and the high voltage component
systems (Fig 8.48.4).
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Figure 8.2.: Questions 2 from the ”TM-VR-Schulungen” questionnaire

Figure 8.3.: Questions 3&4 from the ”TM-VR-Schulungen” questionnaire

Figure 8.4.: Questions 5&6 from the ”TM-VR-Schulungen” questionnaire

The last four questions (Fig 8.58.5) focus on the user experience during his participation in
the virtual tutorial. He is asked to grade how enjoyable and how complicated the experi-
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ence was, how sure he feels that this experience would help him in the real world situa-
tions, and finally, he has an open question to provide suggestions for the improvement of
the application.

Figure 8.5.: Questions 7-10 from the ”TM-VR-Schulungen” questionnaire

8.3. Quiz for the user study participants

The quiz is created also in Survey Monkey and has seven questions. The participants are
asked to fill in the quiz right after they have completed the questionnaire. It is designed to
test the participant’s knowledge of the tasks he is required to perform during the virtual
tutorial.

The user is also required to fill in his participant ID at the beginning of the quiz (Fig
8.68.6) so that this data can be uniquely connected to the questionnaire’s information and the
data log from the application. The user should also answer if he has successfully passed
the first part of the virtual tutorial (namely security objects marking task) and the second
part (disconnecting the high voltage system on the BMW i3 model).
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Figure 8.6.: Questions 1-3 from the ”TM-VR-Schulungen” quiz

The next two quiz questions test how well the user has learned the information from
the security objects marking task. He is presented with a set of images (Fig 8.78.7) and asked
to pick only those which represent the security objects. The user is provided both with
the images from online sources and the object models he has encountered in the virtual
tutorial.

Not all emergency objects are present within the images and some of them appear more
than once. The object repetition is in different formats: some are the ones provided in the
virtual tutorial, while others differ in shape, size or colour. Examples are: an assembly
point and a rescue safety hook.

An assembly point, in the already known format, is presented as a meeting place map
positioned on the wall inside the garage room (the fifth picture in question 5). It also
appears as an outdoor sign representation of the gathering spot, the format not previously
seen in the tutorial (the last picture in question 4). Both pictures are considered to be a
correct answer.

A rescue safety hook changes the orientation and the colour within the quiz questions.
As a fifth picture in question 4, the rescue safety hook is the smaller and rotated red object
compared to the familiar longer, black pool (the third picture in question 5) the user has
seen in the VR tutorial.

These kind of examples within the quiz test whether the user is able to generalize the
information obtained from the virtual tutorial and apply it in new situations.
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(a) Question 4 (b) Question 5

Figure 8.7.: Questions 4&5 from the ”TM-VR-Schulungen” quiz

The next question (Fig 8.88.8) tests the knowledge from the second part of the virtual tuto-
rial. In this part, the user was guided through the set of steps on the instruction screen how
to safely disconnect the high voltage components inside the BMW i3. The steps should be
completed in the specified order.

In the quiz question, the user is provided with the same list of instruction steps he has
seen in the virtual tutorial. However, the order of the steps in this list are randomized.
The user is required to order the steps again according to the tasks he had to perform to
disconnect the voltage in the electric vehicle. On the left side of each step in the list he can
select one number corresponding to the order of this step’s execution.
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Figure 8.8.: Question 6 from the ”TM-VR-Schulungen” quiz

Finally, the user is tested on the details which are not the part of the explicit tasks within
the virtual tutorial. In the VR intro room, the user was offered an opportunity to get famil-
iar with the security objects. On the exhibition table, he was able to see the appearance of
every security object but also to get more information about its naming and functionality.

Some of the security objects, like an exit sign, are general knowledge. However, the
rescue safety hook is something that the participants might not have encountered before.
Therefore, in the last quiz question (Fig 8.98.9) they will be asked to explain the meaning and
functionality of the rescue safety hook. It is an open type question. The evaluation will
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grade if the user remembers the usage of this object, while knowing the adequate naming
for it will be nice additional information but less relevant.

Figure 8.9.: Questions 7 from the ”TM-VR-Schulungen quiz”

8.4. Automated time and action tracking and data logging

The user is monitored during his participation in the user study. The constant supervision
is necessary to insure well being of the participants as well as for the data collection by
observing user actions. In addition to manual monitoring, an automated data logging is
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implemented in the application. The virtual tutorial application will track the execution
time, the set of actions the user performs and its movement in the virtual world. The
tracked actions include: interaction with virtual objects, teleportation between the intro
room stations, marking or removing the marking from the objects, level transitions, etc.

Data log is stored on the hard drive in the ”D:/Testing Data” folder. The new folder will
be generated for each user participating in the study and within the folder the data will be
logged in separate textual files corresponding to the application levels. The virtual tutorial
consists of four levels and four log files will be generated:

• Intro log.txt

• Marking objects.txt

• Disconnect vehicle.txt

• Heaven scene.txt

At the beginning of each level, the application logs the starting time. At the level end, the
end time and the total level duration is logged. Each action within the log file is logged
together with the time stamp (amount of seconds passed since the start of the level).

The ”Intro log.txt” (Fig 8.108.10) contains the information from the VR intro room. The
application will log when the user has transitioned between the intro station, on which
controller he has set up the marking toolkit, completion of the marking task on the example
barrow object and interaction with the objects from the exhibition table.

Figure 8.10.: ”Intro log.txt” example output

The ”Marking objects.txt” (Fig 8.118.11) keeps track of the execution of the marking task
in the virtual garage room. It will log the automatically calculated security objects in the
garage room, interaction with each of the objects that has been marked or which marking
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Figure 8.11.: ”Marking objects.txt” example output

has been removed and the final score of the task performance with detailed explanation
for either pass or fail.

The ”Disconnect vehicle.txt” (Fig 8.128.12) logs the user interaction with each element of
the BMW i3 vehicle model. It logs, in addition, the interactions with the instruction touch
screen. When the user picks up a padlock or locks any of the car elements, these actions
become part of the data. Finally, the user’s score on level completion will be logged.

Figure 8.12.: ”Disconnect vehicle.txt” example output
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The ”Heaven scene.txt” is the summary of the user performance during the second part
of the tutorial. It is the same text that the user sees in the application.

Figure 8.13.: ”Heaven scene.txt” example output

8.5. Testing days

Each user was given a time slot of half an hour to accomplish the virtual tutorial. The
expected duration was originally set to 15-20 minutes per participant. However, it took
longer for test candidates to complete the virtual tutorial. The fastest person completed
the tutorial in 16 min while the slowest needed 40 min. The average completion time was
26,1 min.

The questionnaire and the quiz were given to participants to fill in right after the testing.
The typical time spent on the questionnaire was 20 minutes while the quiz took about 25
minutes per participant.

Each participant was carefully monitored during their time spent in the VR tutorial.
About 70% of the user study test candidates had limited previous experience with the VR,
and the motion sickness was expected as a possible negative side effect.

The motion sickness effect in VR was defined already in 1992 as a consequence of ”a
transformed environment causing errors in perception and perceptual-motor control” [1616]
which increases by longer time spend inside the virtual environment. It causes the user to
feel nausea, cold sweating or dizziness, preventing him to stay in the virtual environment.
Chardonnet, Mirzaei and Merienne [1313] have worked on predicting visually induced mo-
tion sickness (VIMS), ”the motion sickness induced by viewing visual motion (as station-
ary observers)”, from the body postural sway signals. Keshavarz and Hecht [1414] explored
the possibility of reducing it with the sound effects, but with the negative outcome.

During this user study, only one participant experienced VIMS. She had to stop the
execution of the tutorial at half time and continue after a short break. Since there are three
very distinct levels to complete in the application, it is possible to divide the completion
of the VR tutorial in multiple steps, with a short break in between. This would lower the
possibilities for the motion sickness effect occurring with the users during the educational
tutorial.
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This chapter is the summary of the results obtained from the user study. It contains statis-
tic data collected from the quiz, the questionnaire and the application log. The data is
processed and presented with the goal of discovering the potential that a virtual tutorial
would have for the industrial training and education.

9.1. The test candidates background

The test candidates for the user study have been selected with the diverse knowledge in
both VR technology and electric vehicle high voltage systems, the topic of this specific
virtual tutorial.

Considering the familiarity with VR, 30% of the participants are very comfortable with
virtual reality hardware and applications (15% are VR application developers). The re-
maining 70% are equally divided between people who had a chance to use VR occasion-
ally, in their private or professional life, and those who have maybe tried this technology
once before. The user study did not have any test candidate to whom this was his first
experience in the VR application. The statistics graph can be seen Fig 9.19.1.

Figure 9.1.: Answers to Question 2 in the ”TM-VR-Schulungen” questionnaire

There is almost the same amount of participants in this user study who are familiar with
gamefication and games as those who have limited knowledge or interest in this area. Each
possible answer to the questions 3 and 4 was chosen almost equal amount of time (Fig 9.29.2).
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(a) Q3 Do you have game experience? (b) Q4 Do you have gamefication experience?

Figure 9.2.: Answers to questions 3 and 4 in the ”TM-VR-Schulungen” questionnaire

When it comes to the familiarity with the content of this specific VR tutorial the par-
ticipants of this user group had rather limited previous knowledge. The current ”High
Voltage Electric Vehicle Security” course was unfortunately not done by anyone who par-
ticipated in this user study. The only familiarity with the electric vehicles for most par-
ticipants was reflected in the fact that they have driven a BMW i3 before, but even this
was only 36% of the user study participants. The rest had no familiarity with either high
voltage systems in the electric vehicles or the BMW i3 itself (Fig 9.39.3).

Figure 9.3.: Answers to question 6 in the ”TM-VR-Schulungen” questionnaire
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9.2. Virtual tutorial user experience

The user study’s participants had two optional questions regarding their experience inside
the virtual reality tutorial. The first question focuses on how enjoyable the experience was
and the second on whether they felt confused at some point during the tutorial.

The question ”Did you get lost at some point during VR tutorial? Where?” revealed
two confusing points for the users in the tutorial. The first point was related to not being
able to find the padlocks inside the padlock control box when they needed them for the
tasks. Even the users who had seen the padlock control box earlier in the tutorial during
the marking task, were not able to remember it later when they needed to acquire the
padlocks. None of the users felt comfortable exploring the room on their own until they
found the solution to this problem, but rather that they needed more comfortable and
detailed guidance.

The second confusion point for the users was that the instruction screen in the virtual
tutorial is a touch screen. Only two users had the idea that the instruction screen could
be interacted with. However, even they could not tell at which point they were close
enough to the screen with the controllers so that they expend or minimize the instructions.
The perception of the distance to certain virtual objects, like the instruction screen, was a
recurring problem. This aspect could be improved by the right hardware selection (refer
back to chapter 3.2.13.2.1).

The optional question ”Did you have fun doing this VR tutorial? Which part was most
interesting?” was skipped by just one user, while it received positive feedback from the
rest. The users mostly enjoyed the second part of the tutorial when they had a chance to
work with the electric vehicle. The couple of interesting answers can be seen on the Fig 9.49.4
bellow.

Figure 9.4.: Selected answers to question 7 in the ”TM-VR-Schulungen” questionnaire

As seen in the selected answer examples, the participants enjoyed the tutorial because
they were faced with competitive gamefication tasks which made it more interesting and
compelling to perform the tasks correctly. It is even more relevant to point out that they
found the experience positive because of the realistic feeling when working with the ve-
hicle. Which brings us to the next question: ”How well do you feel you would be able
to repeat these steps now in real life situation?” The participants felt fairly confident that
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they could perform the same task again in the real life situation after passing through this
virtual tutorial. On the scale from 1 to 10, the 60% of participants gave the confidence
grade of 8, with the rest having gaussian function distribution around this point (Fig 9.59.5).

Figure 9.5.: Answers to question 9 in the ”TM-VR-Schulungen” questionnaire

9.3. Quiz results

As seen from the answers to question 9 from the ”TM-VR-Schulungen” questionnaire, the
user study participants felt very confident that they can reproduce the same tasks from
the virtual reality tutorial in the real life. This claim has been put to the test by presenting
them with the set of questions in ”TM-VR-Schulungen” quiz they had to answer after
completing the tutorial.

The users were not informed that they are tested on their knowledge of the content of the
VR tutorial. There was an email notification about the questionnaire and the quiz which
are provided after the tutorial but the topic was not clarified. The results presented are not
the product of people preparing for the test but rather opposite.

Disregarding the time necessary to fill out the ”TM-VR-Schulungen” questionnaire, there
has not been any delay between the completion of the virtual tutorial and the participation
in the quiz. Every participant in the user study has completed the quiz in less then 24h af-
ter taking the virtual tutorial, with 80% of them completing it within the next two hours.
Therefore, it has to be taken into consideration that the performance results from the quiz
show only short term effects and memorability of the content.

The first two questions in the quiz are about the success rate of passing the virtual tuto-
rial. The first part of the tutorial, the marking security measures task, had a 70% success
rate, while the part of the tutorial where the users had to disconnect the electric vehicle
had 100% success rate (Fig 9.69.6).
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(a) Q2 Did you pass the object marking level? (b) Q3 Did you pass the electric vehicle level?

Figure 9.6.: Success rate of the VR tutorial levels

In order to test the user’s performance related to the information they have learned from
the object marking part of the tutorial, they were presented with 17 example images. Eight
out of these 17 images represent the images of the security measures that the user should
mark. The rest are decoys of other objects the user has encountered during the tutorial.

Figure 9.7.: Answers to question 4 in the ”TM-VR-Schulungen” quiz

The security objects that should have been selected by the user are marked with the
green check mark both on the images and on the answer graphs. We can see that the
security objects that appear in the tutorial have been marked with an accuracy of over 90%.
The security objects which did not appear in the tutorial directly but are example images
of another form from online sources have been marked with an accuracy over 83%. This
shows that the users are able to generalize the information from the course and apply it to
the new objects as well.

Only between 10% and 20% of the participants had the tendency to mark the objects
they have seen or used in the virtual reality tutorial even though they were not part of the
security objects.
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Figure 9.8.: Answers to question 5 in the ”TM-VR-Schulungen” quiz

The graph bellow (Fig 9.99.9) illustrates the users’ answers to the previous questions in re-
gards to the information whether they had passed the tutorial. The green points represent
the users that passed the marking tutorial (in 0,0 we have 5 passes) and the red ones those
that failed. ’Overmarked’ is how many objects were marked that should not have been
and ’Undermarked’ how many were forgotten. No visible correlation can be established.

Figure 9.9.: Answers to question 6 in the ”TM-VR-Schulungen” quiz

Additionally, the users were asked to explain the usage of the rescue safety hook. Out of
the 12 given answers to this question, 8 participants managed to answer the question cor-
rectly. This shows that the additional information in the tutorial is noticed by the majority
of the participants but is not as accurately remembered as an explicit performance task.

The participants have been tested on their knowledge to disconnect the high voltage
system components in the electric car. In the quiz they were given the same set of steps
that are provided on the instruction screen in the virtual tutorial and asked to order them
according to the correct execution order. The steps can be seen in Fig 9.109.10 where they
are arranged in the correct execution order, going from left to right, with the accuracy
from the participants’ answers shown in the percentages. Almost all of the participants
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were confident about the first and the last two steps. The steps in between were also
accurately arranged by the majority of the participants. This shows that the users were able
to rearrange even purely textual explanations of the tasks as long as they had performed
them before on their own.

Figure 9.10.: Answers to question 6 in the ”TM-VR-Schulungen” quiz
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10. Tutorial summary, future work and
conclusion

In this thesis an example VR tutorial was implemented based on already existing industrial
course ”High Voltage Electric Vehicle Security”. The course is a more complex educational
tutorial consisting of multiple procedural tasks that the user will need to understand and
follow in order to successfully accomplish his education. It is more consuming and logi-
cally demanding then existing VR courses related to simple repetitive tasks of equipment
maintenance [66], assembling [22] or sorting [1919]. Additionally, the course tests user experi-
ence in safety critical situations since the user can do false step putting him in a situation
which is life threatening in reality. Certain repercussion of this miss step he experiences
within this VR tutorial.

10.1. Investment time and costs

The VR tutorial was implemented during a period of five months of a full time employ-
ment. However, the implementation is done without any existing prior content or knowl-
edge. It is expected that with the reuse of certain functionalities (chapter 77) or models from
this project future educational tutorials could be developed drastically faster.

The VR tutorial benefits from easily movable solution since there is a minimal hardware
setup necessary with the chosen Windows Mixed Reality headset. The application does
not need internet connection to run but it is necessary to have a PC with at least 8GB RAM
memory and a strong graphical card connected to the power outlet.

10.2. Benefits of VR tutorial

The user testing conducted with implemented VR tutorial shows positive results in regards
to the user experience and memorability of course content. The users were interested and
highly motivated to participate in the VR tutorial, they easily adjusted to the virtual envi-
ronment and had only minor problems following the instructions in the tutorial. The short
term testing of their knowledge confirmed that they were able to generalize the knowledge
from the VR course and adequately apply it afterwards. This shows that not only simple
tasks learned in VR can be well transferred to the real life situations, as already showed in
the user study by Schleyer, Prinz and Kurth [1919], but that the same effect applies on more
complex material.
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During the user testing none of the course participants failed the second part of the tu-
torial. This means that each user has followed the steps clearly and did not put himself in
a dangerous situation by touching high voltage car components before they have been dis-
connected. This only shows that the VR instructions are clear for the users not to get them
in safety critical situation but not how causing this situation would effect them. Never the
less, the obvious benefit of VR tutorial compared to real world experience is that the user
is able to make this mistake without the danger of personal injures.

In order to organize traditional ”High Voltage Electric Vehicle Security” course, the in-
structor has to wait for the time when an electric vehicle is available to him. He needs
to collect course participants and organize a trip with them to the work space where the
car is parked. With the VR tutorial, the course can be organized at any convenient time
in any chosen space. The room has to be big enough to fulfill the minimum play area re-
quirements for the VR headsets but the setup of play area takes only couple of minutes.
However, to avoid possible problems with motion controllers’ tracking it would be advis-
able not to expose controllers to strong, directed, natural light.

10.3. Limitations of VR tutorial

The VR tutorial is implemented as a single person experience. Only one user is able to
go through the course content at the time. Because of the complexity of course material,
the duration of the course is longer than originally planned and it is necessary to plan 30
minutes of VR experience per user. The traditional course could have been conducted with
multiple participants in the same time. In order to be able to produce the same conditions
with VR tutorial, an investment in multiple equipment (PC and a VR headset) instances
is required. Each user in the VR application will need his own dedicated space for map-
ping virtual environment to real word and with the increase of simultaneous VR tutorial
executions more room space has to be planned.

In the room-scale virtual reality setup, the user defines the borders of the virtual world.
Once he gets close to these limits, they will be subtle displayed in the application. How-
ever, it is possible that the users who are new to the VR experience might not react to this
warning. In order to additionally secure the users from running into physical barriers, the
room where the virtual tutorial is conducted should be cleared from any objects the user
could run into accidentally. The soft objects could be placed between user and walls to
avoid accidental equipment damage.

Finally, the information given in the VR tutorial only in picture or textual format did not
show any benefits over the same information provided on the peace of paper. However,
the users did feel animated by the tutorial content to pay attention even to the information
which was not explicitly asked from them, as seen by the correct answers to the question
about ”rescue safety hook” in the quiz.
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10.4. Future work

This VR tutorial was a redesign of an existing course with the focus on task execution and
functionality implementation. The minimal amount of time was invested to optimize 3D
models, textures and materials in the application. Working further on this aspect could
improve realistic feel of the virtual objects. The same effect can be accomplished with
better light adjustments in the virtual world.

In this example of virtual tutorial only the visual effects have been explored. Adding
haptic feedback to the motion controllers could improve the assessment of distance within
the virtual world. If the controller would vibrate when the virtual object is touched or
when object was marked, it would help the user faster realize that he has performed certain
action or is interacting with the object.

Finally, certain small actions could greatly benefit from the addition of sound in the
virtual tutorial. Good example would be the opening of an emergency disconnect switch.
It was clear during the user study that participants took longer then necessary to open
the emergency disconnect switch because they were uncertain at which point they have
accomplished this correctly. If the switch would produce clicking sound when it has been
opened up it would be clear indication to the user that he changed the state of this object
as required.

10.5. Conclusion

In order to build an education virtual tutorials certain investments in regards to both time
and money are necessary. This thesis demonstrates that it is possible to redesign an indus-
trial course with this technology in the period of half a year. The necessary accompanying
hardware can be acquired at reasonable price. Furthermore, the benefits that this solution
can offer to the company and its employees makes this investment strongly suggested to
consider. The VR tutorial can offer hands on experience for simple and more complex pro-
cedural tasks, on different content topic and can reproduce realistic simulations of safety
critical situations. Once completed, the course can be organised easily at different locations
and without the necessity to wait for the equipment to become available. Regarding all the
benefits that this technology brings and the ever smaller investment costs necessary, it is
very likely that more companies will consider investing into this future type of industrial
education.
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