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Foreword
Klaus Diepold

These days the academic community spends significant amount of energy discussing innovations in teaching and
learning. In particular, the advent of digital tools causes a frenzy about the introduction of digital innovations
in teaching. Such digital innovations include video based teaching materials aka MOOCs (massive open online
courses), various concepts for “inverted classrooms”, the use of tablets, clickers, online voting and feedback and
other computer-based tools as well as using all sorts of digital media and much more.

I am all for experimenting with new formats of teaching, and a reasonable use of digital tools can be helpful and
inspiring. Any new way of teaching, be it digitally supported or based on less technically demanding methods
and tools shall be evaluated if they actually help students to be better educated. This last question taken by
itself is already a challenge, because we lack reliable methods to measure the success of education. Looking
at examination results is certainly not enough, just as much as student evaluations are seldom more than an
assessment of the well-being. These methods are prone to all sorts of secondary influences rendering the results
close to useless. One measure of success that I regard as rather reliable and instructive is to what amount
I succeed in activiating the students in a class. By activation I mean that students are actually going out
on their own acquiring facts and knowledge, digesting and actively discussing the material they found among
themselves. This way they create new knowledge and experience. Even though this knowledge may not be new
to the world or the scientific community, it is new to the students and it is active in the minds by virtue of the
process the students went through. Besides the new knowledge they pick up, they also gain experience in the
process of collecting and digesting knowledge, being critical and constructive as well as experiencing the power
of communication and intellectual exchange.

The book you hold in hands is one of these didactical experiments. The students were set up to collect, acquire,
digest and produce new knowledge for themselves. This year we ventured to explore future research directions
for Artificial Intelligence. This also serves for the students as a preparation for choosing a topic for their final
project before concluding their Master’s degree at TUM.

One aspect that I find instructive to measure the success of this course format is the amount of effort and
time students invest in the course voluntarily, without me, the instructor, urging or requiring them to work
harder. They just do it, because they feel inspired and because they are curious. Funny enough, this extra
engagement on the students side earned me an exhorting message from my Dean of Study, who felt that our
students were overly burdened by the course. This exhortation was the result of the students’ course evaluation,
where students indicated that they’ve worked many more hours than accounted for the by the assigned credits.
However, the students also acknowledged that they loved the course in spite of the long hours. To me, this
is a strong indicator that we did something right. I am exuberantly happy about the outcome of the course,
which is exactly this book and I am proud of the students who proved very convincingly that they are maturing
academically and that they can create original research-related output way beyond reproducing scripts and
lecture notes. In spite of this personally felt success, I still had to promise to the Dean of Study that next year
we will return to a format with reduced work load. I am not sure if the students can keep up to this promise if
I succeed to fire them up to a similar amount, possible with one of my next didactical experiments.
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Introduction
Klaus Diepold

Michael Moosmeier

Sebastian Schuon

Dear Reader,

Welcome to the proceedings of the seminar “Brain, Mind and Cognition”. This section provides background
information about the genesis of this book, why it exists, how it was conceived and how it was finally produced.
This account shall serve to also communicate the didactical concept underlying the process that eventually pro-
duced the book. From this account it is also clear that the content of the book represents a snapshot of current
thinking about the future research on intelligent systems as seen by students just about to enter the world of
science. The book is the result of a one-semester seminar dedicated to the topic of Brain, Mind and Cognition.
The seminar is an elective course in the curriculum of the Master of Science in Electrical and Computer Engi-
neering, which is offered by the Faculty of Electrical and Computer Engineering of the Technical University of
Munich. The seminar consists mainly of weekly meetings for 2 hours to discuss and work on the subject. The
work is organized as group discussions and team work. Students have to read, write, review and present their
findings on a weekly basis. To this end new digital e-learning tools and methods were employed along with
discussion styles such as world-cafe or speed-dating discussions. Presentations were given as Pecha Kuchas1,
which facilitate for highly focused and condensed presentation sessions, while also creating a spontaneous and
fun atmosphere. Throughout the seminar participating students should learn fundamental aspects of scientific
research along with honing the skills in oral and written communication in a scientific or technical field. The
intention for the students in the course is to develop ideas and paths for future research in the field leading
towards insights and methods necessary to design and implement intelligent systems in the broader sense of the
word. One of the fundamental aspects is to better understand what “thought” actually is and how the technical
implementation of a thinking machine may move forward as many scientific and technical sub-disciplines evolve
into the future.

The seminar in total was structured in three major stages:
1st Stage: Individual Reading, Writing, Reviewing, Discussing
2nd Stage: Team - Researching, Presenting, Discussing
3rd Stage: Team - Projecting - Writing - Reviewing

During the first stage the seminar started out with all students jointly reading one book by Eric Baum entitled
“What is thought?”. Between subsequent meetings students agreed on a set of chapters to read until the next
meeting. Students were also asked to reflect on their reading by writing short essays along some high-level
guiding questions. Each essay had the size of 5000 characters (incl. spaces). The students uploaded their essays
before the next meeting using an e-learning platform (Moodle). Furthermore, students were randomly assigned
5 essays of their fellow students to read and review. During this stage, the students discussed the content of
the book during the weekly meetings, using various forms of discussion, such as world cafe, speed dating discus-
sions, fishbowl discussions. This form of reading, writing, reviewing and discussing generated a shared domain
of knowledge to facilitate the later stages in the process. It also conveyed fundamental information about the
field of study on intelligent systems or Artificial Intelligence. This first stage took about 4 weeks. The second
stage started with a workshop where the students tried to identify major fields of science and technology, which
were considered essential to push the topic of intelligent systems into the future. By the end of the workshop,
the student agreed on a list containing the dominating fields and domains. Subsequently, students could assign

1https://www.pechakucha.org/faq (accessed April 26, 2019)
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10 Introduction

themselves to one of these items on the list to further study the field in more detail. During the next five weeks,
the teams of students researched their chosen field compiling information about the state of the art and the
major trends. During the weekly contact hours one student per team delivered a Pecha Kucha presentation
highlighting the group’s findings during the past week for all others to understand and participate. The presen-
tations were followed by discussions on open points. A Pecha Kucha presentation consists of 20 slides, where
each slide is shown for 20 seconds. A complete Pecha Kucha presentation hence takes 6:40 minutes and forces
students to be concise and to focus on essentials. The one purpose of the presentations is to disseminate the
collected information to the fellow students. Another objective is to sharpen the sense of the presentes to think
about their target audience and to taylor the amount and the level of detail of the presentations to match the
expectation of their target audience.

The book is written by students mainly for students. It does not claim to contain and communicate ultimate
truths, but rather tries to project current facts and trends into future directions of research based on a intense
investigation of trends and possibilities. The book may prove to be a helpful tool to orient students interested
in the study and the development of intelligent systems, AI, machine learning and so on as a basis to narrow
down on a topic for their Master thesis projects or even beyond. Not least of it, the book may also display
interesting ideas and anticipations, which may be helpful even for more seasoned researchers to communicate
with young people and transmit the excitement for science and research on intelligent systems using a language
and level that students can digest and appreciate. We hope, you the reader, will find inspiration in the chapters
and material to further lead the discussion about Thought and Consciousness of machines. If you have any
remarks on this book, our process or the course itself, we would love to hear from you!



Chapter 1

Data Nurturing AI
Michael Hausler

Jannick Lippert

Thomas Lober

Martin Satzke

Ke Shuai

1.1 Abstract

In this chapter, we will mainly discuss how an increasing amount of data affects artificial intelligence (AI). First,
the historical development and past milestones of data storage and data analysis are presented; starting off as
cave paintings to databases and nowadays, technologies such as automatic clustering. The amount of gathered
data has significantly increased in all avenues over the last few decades and this progress will accelerate in the
future. It is driven by trends like the increasing use of mobile devices, social networks, and the internet of things
(IoT). Apart from the amount of the data, the diversity and complexity of the data has also been increasing.
Therefore, we have described different approaches to analyze structured as well as unstructured data. In this
context, the term ‘Big Data’ is discussed with its dimensions and technical approaches like data mining and cloud
computing. We have also mentioned the impact of Deep Learning (DL) approaches for automatically extracting
features from data as well as for pattern recognition. This results in the exposition of the current challenges
in dealing with big amounts of complex data. Features in high-dimensional spaces have to be extracted and
analyzed to make the data usable for applications in the field of machine learning (ML). In addition to new
techniques for learning highly-dimensional and imbalanced data, privacy and security issues are also evaluated
as research trends for the future. Future opportunities for ML with Big Data include the topic how the rising
amount and complexity of data influences AI approaches.

1.2 Past Milestones

At the onset of human life, there was information transfer only in spoken form. The first way of making this
spoken data tangible was painting on cave walls. Techniques on how and where to store data were developed,
from animal skin and walls to papyrus and eventually, paper. With the invention of punch cards in the 18th

century, information storage improved. In 1890, the Hollerith tabulating machine was able to read punch cards
automatically and to speed up the process of the American census. Technology further improved with the
invention of magnetic drums and magnetic tapes by the middle of the 20th century, representing the early form
of computer memory [41].

Since ancient times, improvements in data storage technology have been necessary to satisfy the human urge to
store and manage data. For development in terms of capability, the technology of databases had to be improved.
The hardware-specialized database machines in the 1970s were replaced by software-based database systems
that could be run on general-purpose computers. Digital technology caused a massive magnification of data
volume in the late 1980s from several gigabytes to even a terabyte. For a single computer system, the maximum
capabilities for storing and processing data were reached, which cleared the way for data parallelization. The
idea of apportioning data and tasks to a cluster of separate hardware laid the foundation for several architec-
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Figure 1.1: Timeline with main milestones of data analysis; source: own image

tures of parallel databases.

In the late 1990s, with the rise of the internet and the associated massive magnitude of semi-structured and
unstructured data up to petabytes, parallel databases in the common way came to their limitation. Develop-
ments like Google File System and MapReduce programming model enabled an automatic clustering process
to parallelize and compute processes on a variety of servers [22]. The presented milestones in the field of data
analysis are shown in figure 1.1.

1.2.1 Analysis of Databases

The approach of extracting information out of collected data is called analysis of databases. The analysis
breaks the whole into separable components, which the user applies in decision-making. This data set can be
deterministic like survey points of a physicist who is searching for a fitting curve. Furthermore, the data is
applied in non-deterministic situations, e.g. extracting data from a customer walking through a store. The
basic steps that data analysis runs through are information extracting, cleaning, exploration, modelling, and
implementation. First, some data has to be chosen and must be converted in a computer usable format. In the
cleaning step, duplicated or bad data has to be removed. Afterwards, the data can be explored. It is important
to understand the messages contained by the data. Extracting and cleaning may be applied iteratively for a
data set that fits better to the corresponding use case. Once the data is accurate, mathematical formulas or
models (e.g. regression) may be applied to extract correlation or causation. The last step is to implement the
procedure. A program fed by some input has to deliver information that benefits the user [4].

1.2.2 Introduction to Big Data

Big Data is a blanket term for the non-traditional strategies and technologies needed to gather, organize, and
process insights from large data sets. Big Data refers to data sets which have a size beyond the capabilities of
the current database technology. While the problem of working with data that exceeds the computing power or
storage of a single computer is not new, the pervasiveness, scale, and value of this type of computing has greatly
expanded in recent years. Like Steve Lucas, the former Global Executive Vice President and General Manager
of SAP Database & Technology said in [29], companies have always stored copious amounts of information.
However, currently, the focus has shifted to utilizing this data to create value. Today, we have technologies like
Hadoop, which make it possible to access a tremendous amount of data in a functional and practical way with
an aim of generating value from this data. The availability of inexpensive hardware makes this easier and more
feasible to quickly retrieve and process information at lower costs than ever before. As can already be observed,
it will have a big impact in the next decades on several fronts such as social sciences, business, health care,
entertainment, and sports.

Despite having used the term ‘Big Data’ so often, we have no general definition. Defining this term is difficult
due to the fact that projects, vendors, practitioners, and business professionals use it differently. Keeping that
in mind, generally speaking, Big Data is the category of computing strategies and technologies that are used
to handle large data sets. The common scale of Big Data sets is constantly shifting and may vary significantly
depending on the organization [29].

Another definition of Big Data is given by IBM. According to them, Big Data is characterized by either or all
of the three ‘V’s listed as follows [33]:
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• Volume: A large amount of data is generated from various sources. New data sources like IoT (Internet
of Things) and social networks are factors that make the volume rise significantly.

• Variety: Multiple types and formats of data, consisting of structured and unstructured data, have to be
analyzed.

• Velocity: Increased velocity in data generation also requires an increase in the velocity of data process-
ing. Big Data is more dynamic than conventional data and influences the frequency of decision making.
However, these decisions also react on the processing chain of the generated data. This means that there
is a new dimension in the velocity of data.

After an appropriate definition of the term has been made, a closer look into the world of Big Data can be
taken. Because of the technological development in the last years, humans are now at a level where they are
socially connected and tracked to a great extent. All actions performed are recorded indelibly. We currently own
devices that can observe and analyze every movement we make and this is just the beginning. This immense
amount of available data is the basis of Big Data. All the milestones mentioned above have led to this level of
data processing. Despite the fact that ‘Big Data’ as a buzzword is approaching its peak in the life cycle, there
are reasons to believe that this trend will only accelerate in the coming years [13].

With the development of the Internet of Things, we are collecting even more data. The billions of sensors are
collecting new data every second in all our devices. With this cornucopia of data, produced image, audio, and
video material can be administered and analyzed with new technologies and approaches. All this offers a whole
new way of understanding the world. The current data deluge is revolutionizing the way research is carried out
and resulting in the emergence of a new fourth paradigm of science based on data-intensive computing. The
actual science is strongly influenced by data, leading to a new data-centric way of conceptualizing, organizing,
and carrying out research activities. This could pave the way to discovering new approaches to solve problems
that were previously considered extremely hard or, in some cases, impossible. Also, it would not be presump-
tuous to believe that this new form of research may eventually lead to serendipitous discoveries [37]. In the
following section, there will be an overview of the current research concerning techniques and technology for
data analysis and storage.

1.3 Current Research

After introducing the history of data analysis and the buzzword Big Data, we want to present different topics
in current research. Fields like Data Mining, MapReduce, and Cloud Services connect data with artificial
intelligence in some way or the other.

1.3.1 Data Mining

Data Mining is a subset of ‘Knowledge Discovery in Databases’. It describes the algorithms, methods, and
systems to automatically extract patterns, correlations, and predictions from data [44]. The processes of data
mining provide the ability to extract complex patterns from large and diverse data sets that would be imprac-
tical or not even possible to obtain manually [8].

In general it is not limited to Big Data, but with the its rise in the the aforementioned three dimensions, there
are several challenges in terms of software and hardware that have to be dealt with [44]. The process of data
mining can be divided into the following three tiers, as summarized in [44]:

Tier I: Data Mining Platform Big Data mining requires the computation of less structured data that
goes beyond the scope of common databases. Several different data sources with diverse data formats like text,
image, and video data have to be mined for extracting useful information. Especially, for hidden relationships
in unstructured data, high computing performance is needed. This task is deployed by cluster computers,
where one single data mining task is divided into several small tasks, which are split up between the computing
nodes of the cluster. Parallel programming tools like MapReduce and Enterprise Control Language make this
possible [44].
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Tier II: Big Data Semantics and Application Knowledge The process of designing algorithms and
systems for data mining can be improved, if application and domain knowledge is used in the right places. By
improving the structure and performance of these systems through expert knowledge, patterns and predictions
become more accurate. In the field of data mining, the aspect of regulations has to be considered. It is essential
for achieving benefit of Big Data, to share data and results between multiple parties, but on the other hand,
there are privacy concerns, when sensitive and personal information is shared. The field of privacy preserving
data mining tries to achieve middleground for these two concerns. By restricting the access to sensitive data to
a defined group of people through certification and access control in addition to anonymizing data fields to avoid
association of data to an individual, a compromise between data sharing and protecting privacy is made [44].

Tier III: Big Data Mining Algorithms The challenge of Big Data Mining systems is to deal with un-
structured data by combining and extracting the knowledge of several, heterogeneous data sources and formats.
Uncertain and incomplete data impede this process. Through fusion processes of several data sources, the rel-
evance and trustfulness of information must be correlated to achieve a global optimization goal for the needed
application. This current challenge of generating structured data will be discussed in the next section [44]. One
driver to manage challenges in terms of data mining are competitions. A famous example is the ‘$1 million
Netflix Prize’, which was granted in 2006. The challenge was to improve the company’s recommendation system
for video rental and streaming services by 10 percent. This recommendation system is a data mining algorithm
based on predictions from previous streams and rentals. Competitions are a good way to foster new ideas and
solutions for existing problems in data mining. Although the prize was awarded only to one team in 2009,
the competition incited many researchers across the globe to tackle this topic and innovate in the field of data
mining [8].

1.3.2 Generating Structured Data

Like explained earlier, see 1.2.2 on page 12, the amount of data sources and collected data is already huge and
will further grow in the future. Moreover, the definition of Big Data introduced by IBM states variety as a key
indicator of Big Data. The data formats are getting more diverse as the data comes from a growing number
of sources. The motivation behind interpreting the data is to get a structure into the gathered data. Having
achieved this, the data will be able to be interpreted to achieve significant results. In the past few years, research
has worked on different approaches to structure data. In the following, two of them are presented. While the
first concentrates on a general attempt to structure different types of data in one step, the second only uses
specific data formats to extract information.

MapReduce and Hadoop A tool with universal data input to generate structured data and additionally
analyze it is MapReduce. It is an approach for data processing with one single master that assigns tasks to all
connected slaves in the cluster. The efficient parallelism is the biggest feature of this tool, allowing the control
of ‘Big Data’ in a reasonable time. This is done by breaking the large data set into small units. These units
are processed by several parallel nodes [10]. The programmer defines a map function with a key and value
pairs as well as a reduce function to merge all values labeled with one key. The Map and Reduce functions
are usually simple and equivalent to usual database commands. In this manner, MapReduce can process and
combine data from different data storage systems as it groups data with the same key together. As open source
implementation of MapReduce, Apache Hadoop is often used in both academic and industrial applications [11].

Structuring Social Media Data MapReduce and Hadoop are general approaches to structure and analyze
a lot of unstructured, gathered data. By defining functions, these tools are adapted for a special problem. A
different approach is to design tools for a specific data format and analysis. Therefore, only selected data is used
from one specific data format. Especially, social media is a growing data supplier with a lot of potential, where
the generated data is often analyzed with specific tools. Social media gives the possibility to get insights into
human behaviour with relatively little effort as compared to traditional sociological methods, e.g. it is possible
to observe mood oscillations of millions of people in 84 countries [40].

While the range of applications is wide, Big Data research focuses on the platform Twitter. There are no direct
messages and very few private profiles, which lead to a huge available data set. The data has a simple and
clean structure with very few basic functions and a maximum of 140 characters per tweet. This makes it easy
to process and analyse compared to other platforms like Facebook [40]. As done in [6], the ‘Google-Profile of
Mood States’-tool was used to analyze public mood over a certain time based on twitter data in six dimensions
(Calm, Alert, Sure, Vital, Kind, and Happy). As positive mood encourages to run an economical risk, the
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researches checked whether there is a connection between the mood in tweets and the rate of the Dow Jones
Industrial Average. They showed that they can significantly improve models to predict the stock price by the
dimensions ‘Calm’ and ‘Happiness’ [6].

1.3.3 Cloud with Big Data

By cloud, we mean an infrastructure that provides on-demand resources or services over the Internet, usually, at
the scale and reliability of a data center. A storage cloud provides storage services (block or file-based services);
a data cloud provides data management services (record-based, column-based or object-based services); and
a compute cloud provides computational services. Often, these are stacked together to serve as a computing
platform for developing cloud-based applications [20].

Cloud computing refers to both the applications delivered as services over the Internet as well as the hardware
and systems software in the data centers that provide those services. The services themselves have for long
been referred to as Software as a Service (SaaS) [3]. Cloud computing platforms have been designed with two
important restrictions: First, clouds have assumed that all the nodes in the cloud are co-located, i.e. within
one data centre or that there is a relatively small bandwidth available between the geographically distributed
clusters containing the data. Second, these clouds have assumed that individual inputs and outputs to the cloud
are relatively small, although the aggregate data managed and processed is extremely large [20].

Our assumption is that there are high-speed networks (10 Gb sK1 or higher) connecting various geographi-
cally distributed clusters and the cloud must support both the ingestion and the return of relatively large data
sets [20]. Cloud computing involves the delivery of computing services to end-users with the promise of faster
provisioning, dynamic allocation, improved manageability, and reduced maintenance. Typically, cloud comput-
ing is delivered in a service model, such as Infrastructure as a Service (IaaS), Platform as a Service (PaaS),
etc. [3].

An emerging trend is to upload data to the cloud. Data as a Service (DaaS) is based on the concept that
data can be provided on demand to the user regardless of geographic or organizational separation of the data
provider and consumer. Moving information systems such as building management systems to the cloud may
have several benefits in terms of cost and service provision [3].

However, there are several obstacles for Cloud Computing. One being ‘Business Continuity and Service Avail-
ability’ - organizations worry about whether utility computing services will have adequate availability. Another
one is ‘Data Confidentiality’ - cloud users face security threats both from outside and inside the cloud. Also,
‘Data Transfer Bottlenecks’ could be a problem. Applications continue to become more data-intensive. As
a result of wanting to avoid slow online transfer, data transfer costs are an important issue. Lastly, ‘Bugs in
Large-Scale Distributed Systems’ - errors in these very large-scale distributed systems can be quite troublesome.
A common occurrence is that these bugs cannot be reproduced in smaller configurations [3].

Many people may find cloud and data center quite similar but there are actually some obvious differences
between them. In data center, data will be accessible as long as the local network remains stable. Having all or
most of the data stored in one location makes it accessible to third parties and unwanted external agents, both
virtually and physically. However, using cloud with online access, one will never lose track of his data as long as
there is a stable internet connection. If the organization’s location is compromised via fire, break-in, flooding,
etc., the data will remain untouched and unharmed at its remote location. Anything online is more susceptible
to virtual attack. For example, is it more likely that a hacker isolates a cloud storage system than a data center.
Usually, most essential and critical data are placed in a data center and less confidential information on the
cloud to be more easily accessible1.

1.3.4 Applications of Deep Learning in Big Data Analytics

Standard artificial neural networks (ANN) consist of different connected neurons, which are little processors
with an internal transfer function from input to output. By connecting those neurons in different layers, differ-
ent stages are built. By activating the first stage with sensors perceiving the environment, a chain of neurons is
activated dependent on the weights, which are implemented in the neurons to change the transfer function. The
learning is done by finding weights that result in the desired behaviour of the Input-Output function. According

1www.networkspecialists.com/the-cloud-vs-the-data-center-whats-the-difference/ (accessed April 26, 2019)
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to the problem, this requires more or less chains of computation as every step has one transfer function to change
the current value [35]. DL was inspired by the automatic feature extraction from data of primary sensorial ar-
eas in the human brain [30]. While shallow neuronal networks with a few models have been used for decades,
the aim of DL is to assign weights to neurons in many consecutive layers [35]. ANN became effective when ef-
ficient gradient descent methods for supervised learning methods were used to optimize the weights of a network.

The usage of backpropagation methods for networks with many layers was not that promising, see [43]. DL
became helpful, especially in pattern recognition applications after using new unsupervised learning methods
and new ML techniques like kernel machines [36]. The proceedings also made it interesting for more general
reinforcement applications with unsupervised learning processes [35]. This shows, that DL is tightly linked
with unsupervised learning, which promises to extract patterns from data without labelling it. This allows the
process to extract a more complex representation from more complex data, which has been previously discussed
in this chapter. The DL structure makes it possible to find global connections in data points and makes the
learning process independent from human classification [30].

1.4 Current Challenges

Since Big Data technologies are in their infancy, there are still some issues that have to be solved. The following
chapter introduces the current challenges, which Big Data research, especially analysis, is facing right now.

1.4.1 Significant Fields in Big Data Research

Access to a large amount of data and the previously introduced technologies in data analysis show great promise.
Therefore, data science enjoys an immense popularity in various fields of academia, industry, and government.
Now, let us take a look at the significance of Big Data research and which challenges the research is confronting
at the moment.

Big Data has a strong significance on the development of nations. Certainly, Big Data is a sector of industry,
which obviously increases the Gross Domestic Product (GDP). Moreover, Data is becoming a resource of mod-
ern society, which brings profit in use of a value-added chain, consisting of data acquisition, analysis, curation,
storage, and usage. However, there is more potential in Big Data. The capacity of accumulating, processing,
and utilizing vast amounts of data will become a new landmark of a country’s strength [24]. The information
can help the government to make political decisions. It is possible to collect data for identifying the health, ed-
ucation, living standard, and social environment of citizens in a certain area to guide the national development.
Generally, it helps people to better understand the present and interpret the times in which they live. Every
intelligence seeks to perceive the future, so does Big Data. For instance, it helps in finding diseases and cures
or mitigation strategies for them [1].

Even if the exponentially growing volume of available data makes the Big Data approach possible, it is one of
the toughest challenges. This large amount of information cannot be simply stored. Since the data has to be
accessed from a database, the input/output speed matters too, especially for real time applications. On the one
hand, both issues can be overwhelmed by development of better hardware. On the other hand, software tech-
nologies like MapReduce are decreasing data size. In the field of hardware, systems have to be developed, which
better suit the requirements of Big Data. For software, the key is to develop technologies for analyzing data to
obtain better knowledge, which reduce the data by selecting the data and effective features. These algorithms
have to handle data with high complexity and be insusceptible to uncertainty and inconsistencies [1]. Ideally,
these conclusions have the ability of parallelization. Therefore, they are usable in real time applications [24].

Another challenge is the preservation of privacy. Since the aim of Big Data is the generalization, individual-
related data is insignificant. Regardless, there is a need for multi-level security which is protects privacy of
individuals and security of enterprises as well as states [28]. A closer look into this challenge and its future
trends are presented in section 1.5.1.

1.4.2 Challenges of Big Data Analysis

As mentioned above, Big Data promises new levels of scientific discovery and economic values. Previously, we
have also described the difference between Big Data and the traditional small-, medium- or large-scale data.
In the current part, we want to have a focus on the challenges of analyzing Big Data. Due to the drastic



1.5. FUTURE TRENDS 17

price drop to get a very Big Data collection, we have a massive amount of high-dimensional and unstructured
data. The current trend of data being produced and stored more massively and cheaply is likely to remain or
even accelerate in the future [17]. With this large amount of data, it has become important to develop a valid
statistical analysis for this data. In general, there are two main goals of high-dimensional data analysis. The
first one is to develop effective methods that can accurately predict the future observations. The second one is
to gain insight into the relationship between the features and response for scientific purposes in parallel to the
first goal[15]. Additionally, to achieve these goals, it is very important to understand the heterogeneity as well
as the commonality across different sub populations.

Now, let us focus on the exact challenges that arise when we try to analyze the data. The characteristics of
Big Data are high dimensionality and large sample size. With these features, there are three special challenges.
Firstly, the high dimensionality brings noise accumulation, spurious correlations, and incidental homogeneity.
Secondly, the high dimensionality combined with a large sample size creates issues such as heavy computa-
tional cost and algorithmic instability. Also, the massive samples in Big Data are typically aggregated from
multiple sources at different time points using different technologies. This creates issues of heterogeneity, experi-
mental variations, and statistical biases, requiring the development of more adaptive and robust procedures [14].

To get along with this, new statistical thinking and computational methods are needed. Most of the methods that
we use today to analyze data are struggling with either the massive size of the data or the high-dimensionality
of the data. To design effective statistical procedures for exploring and predicting Big Data, we need to address
Big Data problems such as heterogeneity, noise accumulation, spurious correlations, and incidental homogeneity,
in addition to balancing the statistical accuracy and computational efficiency [14]. This is one of the future
trends that is given a high research effort nowadays (see chapter 1.5.2 on the following page).

1.5 Future Trends

The previous part showed the past milestones of data analysis, current research topics, and challenges that
researchers are facing right now. The following part will cover certain topics that may have an impact in the
future development of AI and are therefore, important to be investigated more closely.

1.5.1 Security and Privacy

Currently, the amount of stored personal data is increasing along with better analysis, extending the insights
to various connections. Due to more valuable and sensitive information, there is a call for data security and
privacy, which existing schemes cannot satisfy. Evidently, there is quite a contradiction between Big Data and
security. Since it is a hard task to arrange these two problems, it will have a heavy impact on the development
of Big Data. The danger of Big Data is not only the data, which is to be kept private, but also the fact that data
mining makes it possible to generate new insights into a person’s behaviour. Therefore, the information about a
single human has to be secret in every layer of Big Data (collection, mining, and decision making). The process
starts with the data provider, where there is a trade-off between security and the benefits of participation in
data mining. Since the aim of companies is to add value through users’ data, they have to make the data
provider feel safe so that they offer more data. Due to different opinions about these trade-offs and subjective
notions of privacy, applications should implement an option, enabling the common user to define the information
that can be uploaded. Once the data is collected, it contains sensitive data that enables re-identification of the
provider [23]. Narayanan et al. [31] show that it is possible to re-identify people, especially if one has additional
information. So, anonymization operations have to guarantee anonymity with no significant loss in data value.
Fung et al. [18] describe that the available projections for this purpose are generalization, suppression, anato-
mization, permutation, and perturbation.

One approach is decentralized learning, which keeps the client’s data in his possession. Federated learning is an
ML setting that is training a high-quality model under the leadership of a central server from a federation of
participating devices. In the first step, the clients are downloading the current model from the central server.
Each client adapts and improves its model, which is sent to the central server. These updates are merged
with the origin model to enhance its behaviour [25]. Federated learning benefits from its structure, which is
sharing generalized but not explicit data. Privacy can be achieved by generating new safety mechanisms and by
exploiting predestined topology. For institutions, it should be pretty clear that building trust is a slow process,
but one can lose it very fast. Therefore, only investing in privacy will advance the development in Big Data.
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1.5.2 Learning in High-Dimensional Data

For ML algorithms, the rise in dimensionality of data has had a big impact over the last decades and will play
an influential role in the next years. Out of data that is created in a huge variety of formats, the extracted
features are represented in a high-dimensional space. With the exponentially growing complexity, diversity, and
quantity in the last and next few years, common pattern recognition techniques will reach their boundaries.
Hard requirements like real time applications make it due to improve the infrastructure and methods to learn
from high-dimensional data in order to hold these algorithms computationally tractable. Promising techniques
to reduce the dimensionalities of data are presented in this section [19][27].

By providing lower-dimensional data, common ML techniques are computationally able to process the extracted
features in high dimensions. Gao et al. cluster the process dimension reduction into three different ways [19]:

Feature Transformation The set of input features that represent the data is reduced by exploiting redun-
dancies. Thereby, a smaller set of features is created as a combination of former input variables. A common
technique is Principal Components Analysis, which reduces the dimensions by orthogonally projecting the data
on a linear subspace to achieve relationship information. More recently, success has been achieved by DL
networks, which include auto-encoders. Common auto-encoders are extended to generalized auto-encoders,
which reduce the dimensions by iteratively investigating the relations between the features through manifold
learning [19].

Feature Encoding The dimension of the data is reduced by encoding the features into compact code. In this
field of research, the method of hashing has been granted success for the future. High efficiency in computation
and storage is achieved by encoding the feature vectors in the high-dimensional space that represent the data
into a bit-string of binary code. Distances in the Hamming space using efficient bit operations correlates the
proximity of different features. These hashing methods are extended to Multiple Feature Hashing, Cross-Media
Hashing or Complementary Hashing [19].

Feature Selection Only the most relevant features of the input space are kept with filter and wrapper meth-
ods. The computationally light filter methods, which are not built upon any ML algorithm, have recently been
devoted a lot of research effort. Features are ranked and filtered with a filter method and afterwards, irrelevant
features are further eliminated by a wrapper method. Sequential and heuristic wrapper approaches evaluate the
feature subset with a sort of black box predictor by maximizing the predictors objective function [19]. Apart
from feature selection without ML algorithms, a lot of research has been granted methods of online ML, in
particular, batch learning when dealing with large-scale and high-dimensional data in the real world. Although
batch learning reaches high prediction accuracy, there are drawbacks in terms of efficiency and scalability.
Therefore, Wu et al. present promising approaches regarding online feature selection algorithms, which reach
highly competitive accuracy in comparison to batch learning algorithms, but are computationally lighter [45].

Especially for real world applications, to learn in Big Data, efficiency, scalability, and computational intensity
is crucial currently and certainly also in the future.

1.5.3 Learning from Imbalanced Data

Ordinary learning algorithms assume the distribution of different classes in the data set as roughly equal.
Unfortunately, in real world applications, this is often not the case and the number of samples is highly unequal
between classes both in binary and in multiclass decision problems[26]. Examples for such applications are
software defects, natural disasters, cancer gene expressions, or fraud credit card expressions. These events are
infrequent and have heavy cost, if undetected [21]. The research has been dealing with this problem for more
than two decades already but there is still work to do as learning from imbalanced data is important to be able
to use additional Big Data sets to improve approaches in artificial intelligence [38].

Approaches for Learning from Imbalanced Data Currently, three different approaches for learning from
imbalanced data are in use and focus of research [26]:

• The first approach is the data-level method, which changes the data set by oversampling or undersampling.
In practice, this means to generate more samples of the minority class or delete samples of the majority
class. This can help but does not solve the general problem as generalization ability must be created also
from the minority class and no features from the majority class must be lost.
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Figure 1.2: Parallel ensemble framework; source: [21]

• Algorithm-level methods are another approach. They move the bias towards the minority group. However,
this requires a good knowledge of the learning algorithm and tends to fail while handling skewed data
sets.

• The third approach is a hybrid version of the first two, trying to combine the strengths and reduce
weaknesses.

While a lot of research was already done on binary classification problems with imbalanced data, multiclass
data classification is much more difficult and a future topic.

General Challenges of Learning with Imbalanced Data Sets In the real world, the samples are clearly
not separated from samples of another class. The signals are underlying noise and there are usually outlier
samples. Just removing the outliers increases the problem as the number of samples decreases. How to deal
with such important samples is still a topic for research [26]. Moreover, the minority samples often overlap with
the majority class. For a better accuracy score, a usual classifier will classify those regions with the majorities
label [12]. This also effects the Algorithm-Level and Hybrid Methods introduced earlier. The difficult samples
need a more differentiated treatment of samples as the bias is usually adjusted according to the respective class
and not to properties of a specific sample [26]. An additional challenge is the ratio between classes. While the
current research concentrates on ratios from 1:4 to 1:100, real world applications often have ratios between 1:1000
to 1:5000 [9]. A very popular approach for imbalanced data is Ensemble learning, which is highly competitive
and robust. The several base classifiers are combined after performing independently [21]. Nonetheless, there is
a lack of insight into performance with skewed classes. It is unclear whether diversity in data sets of majority
class and minority class is equally important. Moreover, there is no defined process to construct ensembles,
like the relationship between number of classifiers and characteristics of imbalanced data [26]. The scheme of a
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parallel ensemble learning process with over- and undersampling as prepossessing is shown in figure 1.2 on the
previous page.

Challenges in Multiclass Classification The mentioned challenges for binary problems are mostly also
present in multi-class problems, but are even more challenging there. Furthermore, there are additional chal-
lenges that arise in multi-class problems: One approach to reduce the complexity in multi-class classification
is to do a class decomposition and reduce the classification to several binary classification problems [16]. To
improve this, future work may consider to work with different classifications depending on the distribution of
classes as some pairs may be more equally distributed than others and must be treated differently for good
results. An additional challenge for research is to fuse the binary problems to a classification for several classes
again. These approaches need more insight on classification of differently skewed distributions and how ensemble
solutions can be implemented here for better results [26].

Semi- and Unsupervised Learning from Imbalanced Data A popular method for unsupervised learning
are clustering algorithms. They discover groups in data on their own and reduce the problem complexity. In
clustering, groups with highly different size reduce the effectiveness of the algorithm [26]. There are centroid-
based and density-based methods. A future chance could be to use more density based or hybrid methods as the
density-based methods are more robust against imbalance while centroid-based are more popular. Additionally,
clustering could be used to structure the samples of the minority class itself, tested in [42] by Wang and Chen.

Imbalanced Distribution in Big Data As in Big Data, introduced in section 1.2.2, the data complexity is
higher and the number of data sources increases, the imbalance of the data also increases. Therefore, algorithms
must be scalable, efficient, and able to handle heterogeneous and atypical data. Systems like MapReduce (see
section 1.3.2) cannot use oversampling methods as the different mappers are differently partitioned and the
creation of artificial samples is not satisfactory. A possible solution is a global arbitration unit working as a
supervisor or considering the relationship between samples of one class for oversampling [26].

Conclusion on Learning with Imbalanced Data The impact of progress in learning with imbalanced data
can affect the possibilities of artificial intelligence for a wider range of applications. In the current research, a
study by Haixiang et al. [21] showed that in the last ten years, the most researched applications in the field of
imbalance data were chemical and biomedical engineering, financial management, and information technology.
Besides emergency management, they see security management as one of the domains, which could most benefit
from progress in this area. Therefore, the diversity in ensembles, methods for unsupervised learning, and multi-
class classification problems must be further researched. Furthermore, the field of online learning data streams
should be considered as an important method to learn Big Data online.

1.5.4 The Opportunities of Machine Learning with Big Data

Owing to the new ML techniques that have been discovered in the recent years, there have been big societal
impacts in a wide range of applications. For example, in the field of computer vision, speech processing, health,
and Internet of Things, just to name a few. In all of these fields, the rise of the available amount of data and
suitable analyses methods give us an opportunity to make considerable progress. Especially, the advent of the
Big Data era has spurred interest into ML algorithms and gaining new insights into various business applica-
tions and human behaviors [47]. It is clear that Big Data provides unprecedentedly rich information for ML.
However, ML is struggling by handling the big amount of data. With an ever-expanding universe of Big Data,
ML has to grow and advance in order to transform Big Data into actionable intelligence [47]. These future ML
techniques need to enable users to uncover underlying structures and make predictions from large data sets. If
the ML algorithms develop in this direction, they will have great potential and will be an essential part of Big
Data analytics [39]. In this chapter, we want to focus on the opportunities of ML on Big Data. Therefore, we
would like to introduce a framework that is centered on ML and follows the phases of preprocessing, learning,
and evaluation. In addition, the framework is also comprised of four other components that influence and are
influenced by ML, namely Big Data, user, domain, and system [47].

The framework of ML on Big Data (MLBiD) is shown in figure 1.3 on the following page. MLBiD is centered
on the ML component, which interacts with the other components. All the components interacted in both
directions. In the following section, we only focus on the Big Data part and skip the rest.
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Figure 1.3: A framework of MLBiD; source: [47]

One of the biggest problems that Big Data and ML need to deal with is the processing of data. Currently,
significant effort in deploying an ML system goes into the design of pre-processing pipelines and data trans-
formations that result in a representation of data that can support effective ML [5]. There still exist several
issues in the data pre-processing that will need attention in the future. Data preparation has always been costly
because it needs human labor and a large number of options to choose from. The other problem is that some
conventional data assumptions do not hold for Big Data. On the other hand, Big Data creates the opportunity
for reducing the reliance on human supervision by learning from massive, diverse, and streaming data sources
directly [47]. In general, you can split up the future topics into six most important challenges:

Data redundancy The first problem that needs to be addressed is the data redundancy. This means that
two or more data samples represent the same entity. For this problem, the traditionally used problems in the
past 20 years are no longer feasible for Big Data. To this end, a possible solution could be Dynamic Time
Warping as it is much faster than the state-of-the-art Euclidean distance algorithms [34].

Noise Data The second challenge is the noise data. Missing and incorrect values, data sparsity, and outliers
can introduce noise to ML. Traditional solutions have problems with handling Big Data here as well. For
instance, manual methods are no longer feasible due to their lack of scalability. Nevertheless, it is important to
handle the noise because interesting patterns may lie in this noisy data. Accurate predictive analytics of Big
Data can be used to estimate missing values such as replacing incorrect readings due to malfunctioned sensors
or broken communication channels. To achieve this, researchers are making efforts to scale up outlier detection
(e.g., ONION) to enable analysts to effectively explore anomalies in large data sets [47].

Data set heterogeneity Another critical issue is the data set heterogeneity. Due to Big Data, we face multi-
view data from diverse types of repositories in disparate formats and from different samples of the population.
This data is highly heterogeneous. This multi-view heterogeneous data is mostly unstructured text, audio, or
video format and has a varying level of importance for a learning task. Of course, all of them are not treated
as equally important. Now, it is important to learn from multiple views in parallel and then ensemble multiple
results by learning the importance of feature views to the task. For this, a method that is needed, which is
robust to data outliers and can address optimization difficulties and convergence issues [7].

Data discretization Another problem we willl encounter in the future is data discretization. Some ML
algorithms such as decision trees and Näıve Bayes can only deal with discrete attributes. Discretization translates
quantitative data into qualitative data, procuring a non-overlapping division of a continuous domain. The
purpose of attribute discretization is to find concise data representations as categories, which are adequate for
the learning task to retain as much information as possible in the original continuous attribute [47]. However,
unfortunately, most of the existing discretization approaches are not efficient to cope with Big Data. A future
approach could be to firstly sort the data based on the value of a numerical attribute and then split into
fragments of the original class attribute. These fragments, which are summarized by the percentage composition
of different classes, are viewed as super instances and the target of discretization [46].
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Labeling data Additionally, to the already mentioned challenges, there is the issue of labeling data correctly.
Traditional data annotation methods are labor-intensive. Several alternative methods have been suggested to
address this challenge. For instance, online crowd-generated repositories can serve as a source for free annotated
training data, which can capture a large variety in terms of both class number and intra-class diversity [32].

Feature representation and selection The last major topic that affects data pre-processing in Big Data
to a great extent is the feature representation and selection. The performance of ML is heavily dependent upon
the choice of data representation or features [5]. Feature selection helps enhance the performance of ML by
identifying prominent features. It essentially selects different subsets of features and data, aggregating them at
different levels of granularity. This contributes to reducing the amount of Big Data. However, feature engineer-
ing requires prior domain knowledge, human ingenuity, and is often labor-intensive [5]. To address the weakness
of current feature engineering algorithms when dealing with Big Data, various solutions have been proposed
such as distributed feature selection or a low-rank matrix approximation (e.g., standard Nyström method) [47].

As we can see in the broad range of topics that are of significance, there will undoubtedly be a large amount
of work in the future. Here, the challenging part will be to deal with Big Data in combination with ML. In
conclusion, we can say that ML and Big Data must develop hand in hand as they are strongly connected and
depend on each other.

1.5.5 Big Data and Machine Learning in Medicine

Here, we will discuss the possibility of Big Data and Machine Learning being used in the field of Clinical
Medicine. Having access to a large amount of data, with the help of ML algorithms, we will be able to develop
better diagnosis methods in order to achieve a higher accuracy.

Machine Learning, conversely, approaches problems as a doctor progressing through residency might - by learn-
ing rules from data. Starting with patient-level observations, algorithms sift through vast numbers of variables,
looking for combinations that reliably predict outcomes [48]. ML is similar to regression models to some ex-
tent. Although, ML algorithms are better as they can handle enormous numbers of predictors - sometimes,
remarkably, more predictors than observations - and combine them in nonlinear and highly interactive ways [48].
In this way, ML makes itself a better way to deal with Big Data, where the volume and complexity of data is high.

Health care, biomedical research, and population health are generating massive, complex, distributed, and often
dynamic sets of data. The size and complexity of this data will pose both challenges and opportunities to health
organizations [48]. Take the radiograph as an example, in a conventional way, the doctor might use certain
features on the graph to deduce important results. But, with the help of ML, we can take every pixel of the
radiograph as a variable and predict the outcome with a large amount of variables being taken into considera-
tion. Usually, if we use the right model and enough input data to train the algorithm, we will get an algorithm
that has an even higher accuracy than human doctors [48].

Actually, there are a significant benefits to using AI methods to perform medical diagnostics. Machines are
not dependent on environmental influences that effect human alertness, performance, and concentration, e.g.
distraction through tiredness. Of course, if we need a very high performance from the algorithm, there is still
some work to be done. First, we need to make sure whether the quantity and quality of the input data can meet
the demand. Highly ‘data hungry’ ML algorithms often require millions of observations to reach acceptable
performance levels. In addition, biases in data collection can substantially affect both performance and gener-
alizability [48]. Another typical problem is overfitting. Since ML algorithms can easily overfit predictions, they
produce undesirable outcomes. To overcome this problem, we have to test our models on truly independent
validation data sets [48].

In the future, we could reasonably expect some positive changes in clinical medicine. First, ML will dramati-
cally improve prognosis because data could be drawn directly from EHRs (electronic health records) or claim
databases, allowing models to use thousands of rich predictor variables, which produce more accurate diagnosis.
Second, ML will displace much of the work of radiologists and anatomical pathologists. These physicians focus
largely on interpreting digitized images, which can easily be fed directly to algorithms instead. Then, ML will
improve diagnostic accuracy. However, this could take a decade to realize since there are still some technical
problems to be solved. For example, for each diagnosis, the model needs to be built and validated individu-
ally [48].
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Besides, Big Data can also be used to personalize medicine. Since developed and developing countries have very
different abilities to generate and analyze Big Data, the gap of medical resources between the rich and poor
would become even bigger in the future, especially when the ML algorithms are be used in clinical medicine on a
large scale. As a result, due to lack of required technology, poor countries may lag behind when ML is involved
in health care. However, we believe that the general level of medical care for everyone would still improve by a
great extent in the future [2].

1.6 Conclusion

In this article, we have described the effect of data on the development of artificial intelligence, beginning with
an introduction to data history and the trend of Big Data. Followed by information about the current research
in data mining, the generation of structured data, cloud applications, and DL in Big Data analytics. The last
chapter dealt with different future data topics that will influence artificial intelligence. Privacy and security
mechanisms were presented as they will be even more challenging in future due to the significant rise in the
amount of data. Since development of artificial intelligence depends on the data, risks must be minimized
to preserve privacy and control data flows. Otherwise, users will try to completely shield their private data.
Furthermore, techniques are shown to reduce the dimension of the space in which the features are presented
to learn from high-dimensional data. As problems are exponentially growing with complexity, diversity, and
quantity, common pattern recognition techniques have reached their boundaries.

Another topic of research is learning from imbalanced data as ordinary learning algorithms assume a uniform
distribution between classes. For imbalanced data sets, approaches to change distribution with over- and under-
sampling and change classifiers bias are presented. This topic also deals with the promising future topics of
multi-class classification, unsupervised learning, and diversity in ensemble learning. In addition, the future of
the connection between ML and data is explained since new ML techniques have been developed in the past
years. These techniques will have big societal impacts in a wide range of applications. In addition to this
development, the evolution of Big Data has been considerable over the past few years. It is clear that Big Data
provides unprecedentedly rich information for ML, which makes it possible to further develop artificial learning
approaches.

However, the struggle of handling Big Data to discover the hidden value is also coped with other ML algorithms
in terms of extracting features, reducing dimensions, and recognizing patterns. Overall, it is important that
ML and Big Data approaches are developed hand in hand in the next years in order to be able to handle these
challenges. An exemplary application of the hand in hand development of approaches in ML and Big Data is
clinical medicine. When there is enough high-quality data input, the ML algorithms can be trained to produce
better outcomes than humans. The required high-quality input data can be extracted from the raw data of
observations through ML algorithms.

The current developments in AI rely on a vast amount of data for training, validating, and testing ML algorithms.
For future breakthroughs in creating more powerful and general AI methods, new approaches for data processing
and analysis must be developed and improved. For these developments, it is not sufficient to just improve the
current algorithms in data analysis. Rather, it requires completely new concepts. Some actual trends in research
(presented in section 1.5) may give an insight into future developments.
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2.1 Abstract

Declared in 1965, Moore’s Law describes a doubling in the number of components per integrated circuit and
has been proven accurate over several decades. However, in recent years, the pace of progress has slowed
down, with some applications already getting pushed to their physical limits [12]. Therefore, new ways to
optimize computational processes are needed to satisfy the increasing demand for faster and more efficient
electronic devices. Recent research promises a wide variety of new technologies like neuromorphic, quantum,
and biological computing as well as advances in the field of heterogeneous and cloud computing. This chapter
aims to give an overview of today’s standings of these CPU studies, its achievements and current challenges
with a special regard to artificial intelligence. Lastly, an outlook to future research directions is provided.

2.2 Introduction

“Computation is a bottleneck right now for machine learning” said Reza Zadeh, an adjunct professor at Stanford
University as well as founder and CEO of Matroid1. Feeding big data into deep learning software to train it
is exponentially more resource intensive than before. The computing industry has relied on Moores’s law and
Dennard scaling for 50 years to achieve more powerful computation. According to Moore’s law, the number of
the transistors in a dense integrated circuit doubles about every two years [33]. Meanwhile, Dennard scaling
describes how the amount of power that transistors use scales down as they shrink [13]. Whereas, currently,
these two phenomena are difficult to continue because the transistor cannot get smaller. Therefore, we need
new solutions to satisfy our increasing demand for computational power.

Current limitations of computing power are also due to shortcomings of the von Neumann architecture [35].
Many of today’s computers at least partially implement the von Neumann architecture. As shown in figure 2.1
on the next page, the von Neumann architecture consists of a central processing unit which communicates with
a memory unit over a single sequential bus. In a von Neumann architecture, data and program instructions are
both stored in the same memory unit and share the single bus. The limited data transfer rate of the shared bus
causes the ‘Von Neumann Bottleneck’, which limits the processing speed [3]. This problem has become more
prevalent as CPU speed and memory size have increased, whereas the data transfer rate could not increase
proportionally.

1https://www.technologyreview.com/s/607917/how-ai-can-keep-accelerating-after-moores-law/ (accessed April 26,
2019)
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Figure 2.1: Von Neumann architecture diagram; source: 2

2.3 Neuromorphic Computing

The term ‘Neuromorphic’ was introduced by Carver Mead [30]. In his work, he used Very Large-Scale Inte-
gration (VLSI) systems to create analog circuits which modeled neuronal structures. Nowadays, neuromorphic
computing describes more generally, computing systems which use biologically-inspired non-von Neumann ar-
chitectures. Since the introduction by Carver Mead, the field underwent a massive increase in publications.
The review article [42] gives a comprehensive overview of the development in the field.

A particular example for a neuromorphic computing system is TrueNorth by IBM [31]. The TrueNorth digital
chip uses an architecture which is strongly inspired by neurobiological concepts. The inspirations are used
on different levels: TrueNorth consists of a multichip network which resembles the long range connections
between cortical regions. Each chip is made from a network of neurosynaptic cores inspired by the cortex’s
two-dimensional sheet. The overall network is designed to connect a neuron on any core to an axon on any
core just like in the brain. Each of the neurosynaptic cores is loosely inspired by the idea of a canonical corti-
cal microcircuit. Therefore, each core has a structure in which axons exist as inputs, neurons as outputs, and
synapses as directed connections from axons to neurons. In addition, the architecture models aspects of neuronal
behaviour like spiking and axonal delay. The whole architecture is implemented using 28-nm CMOS technology.

Furthermore, neuromorphic hardware supported the development of spiking neural networks (SNN), which are
often called ‘the third generation of neural networks’ [28]. These neural networks work on time series of ‘spikes’,
which are short impulses in the signal. Therefore, SNNs can additionally use time to encode information by
spiking frequency. Typically, a neuron in an SNN accumulates the incoming spikes and emits a spike itself, if
the neuron’s internal potential exceeds a certain threshold.

2.3.1 Design of Neuromorphic Chips

As neuromorphic hardware breaks up with the widely used von Neumann architecture for computers, different
levels of design have to be taken into account. While on von Neumann computing systems, only the software has
to be adapted, whereas on neuromorphic systems, there is a co-development between hardware and software.
Currently, the community is focusing on developing appropriate hardware despite lacking a helpful software for
easy programming [42].

Several steps have to be taken for the design of a neuromorphic system as described in [42]. First of all, the
underlying neurobiological processes have to be modeled. This typically involves modelling the interaction
between the building blocks like neurons and synapses, and modelling the inner workings of those building
blocks. Depending on the application, one can choose between models which are more or less biologically plau-
sible. Normally, more biologically plausible models are used for simulating biological brains for neuroscience.

2https://commons.wikimedia.org/wiki/File:Von_Neumann_Architecture.svg (accessed April 26, 2019)
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Figure 2.2: Spin affecting electrical and magnetic fields; source: Zeng et al. [52]

Meanwhile, more abstract models can be used to implement existing approaches such as convolutional neural
networks (CNN) more effectively for technical applications.

If the model is chosen, one has to implement algorithms that can run on the specified models. A particular
challenge for the implementation of algorithms is the learning part. In this context, one can choose between
on-line or off-line learning. While on-line learning is typically seen as more resource-intensive, neuromorphic
systems are said to simplify it, fundamentally. Looking at the current developments in the field, a major prob-
lem seems to be the lack of proper algorithms for neuromorphic hardware [42]. This is mainly based on the fact
that all existing algorithms have been developed for von Neumann architectures and worsened because there is
no standard neuromorphic hardware architecture until now. Therefore, for the development of a neuromorphic
algorithm, several factors have to be taken into account: the model, device type, type of learning and the desired
performance. The chosen models and algorithms then have to be implemented in hardware. Unlike the begin-
ning of neuromorphic hardware, many current implementations are not analog anymore but digital or mixed
digital-analog systems [42]. In addition to the high level system design, often, novel or less common devices like
memristors or spin-based devices are incorporated because of their very special characteristics. Furthermore,
there have been recent innovations in the choice of the materials for neuromorphic hardware like the application
of graphene [22].

A new, popular field of research used for improving the performance of neuromorphic chips is Spintronics. The
idea of this technology is to use electron spin rather than charge to process information, promising energy-
efficiency, non-volatility, and near-zero leakage (see figure 2.2) [38].

The physical foundation for this field of research is the ability to induce a spin in the electrons in semi-conducting
and organic materials as well as metals. The spinning electrons produce polarized currents inside the materials
that affect both electrical and magnetic fields. Aligning the spin in magnetic multi-layered stacks causes the
‘short-circuit-effect’, meaning that half of the electrons with the same spin direction create a short-circuit
in all magnetic layers. Another point is that the internal electrical resistance of the material is drastically
reduced by the magnetic field. This effect is called giant magneto-resistance (GMR) [16]. Research papers of
Chen, Sharad et al. proved that devices based on spintronic technology are able to mimic the computational
behaviour of synapses and neurons while working more energy- and space-saving than conventional CMOS
implementations [9][43].

2.3.2 Application of Neuromorphic Chips

There are two main applications of neuromorphic chips: neuroscience and technical applications [42]. In neuro-
science, neuromorphic chips can be used to speed up simulations of processes in the brain and therefore, help
obtain new insights. Till date, many technical applications for neuromorphic hardware have been tested. In
most of the applications, neuromorphic chips are used to implement some kind of neural network. On the other
hand, there have been also approaches where general graph problems have been solved [7]. Typical fields for
technical applications are imitating biological sensing [11], interfacing to biological systems [19], robotics & con-



30 CHAPTER 2. AVANTE-GARDE COMPUTATIONAL POWER

Figure 2.3: Bloch sphere for qubit in quantum computing; source: [51]

trol [27], image & video processing [46], language processing, smart sensors, and general data classification [48].

Very commonly, neuromorphic implementations are used for image-based tasks like edge detection, image com-
pression and image classification. The already mentioned platform TrueNorth was also used for multi-object
detection and classification in videos. It had to recognize and classify people, cyclists, cars etc. in a surveillance
camera footage. While operating on a resolution of 400x240 pixels and a framerate of 30 frames per second,
it only used 63mW [31]. In particular, many implementations work with standard data sets like the MNIST
database [24], which is a collection of handwritten digits to recognize. This is done to make neuromorphic
approaches comparable to older approaches as these have been exhaustively tested on the standard data sets.
Another way to compare neuromorphic chips to other implementations is by applying them on basic bench-
marking tests like realizing simple logic gates e.g. AND or XOR [50].

Another big area of application is imitating biological sensing systems like vision or hearing. For this ap-
plication, non-linear components can be used to directly recreate a biological sensing system. The resulting
neuromorphic chips can be used to apply the sensing systems for technical purposes or to better understand
the real systems [11].

2.4 Quantum Computing

Quantum computing is computing using quantum-mechanical phenomena, such as superposition and entangle-
ment. A quantum system makes a surprisingly efficient computer; quantum algorithms may provide quadratic
or exponential speedup over the more well-known classical counterparts.

A qubit is the fundamental building block of quantum computing and is a two-level quantum state. The general
pure state of a qubit on this basis is with the constraint |α|2 + |β|2 = 1. With the constraints on α and β, these
two numbers define a point on the surface of the unit sphere in three dimensions and this sphere is called the
Bloch sphere (see figure 2.3). Its purpose is to give a geometric explanation to single-qubit operations [51].

2.4.1 Quantum Machine Learning

In quantum machine learning, algorithms are developed to solve typical problems of machine learning using
efficiency of quantum computing. The expectation is that in the near future, such machines will be commonly
available for applications and will be able to help process the growing amount of global information. Making
use of the efficiency of quantum computing makes it possible to speed up the computation of AI, exponentially.

The most important application of quantum machine learning methods to solve actual problems is probably the
task of pattern classification. For example, scientists intend to use feature vectors that contain pre-processed
information on patients and their correctly diagnosed disease to create algorithms that can efficiently classify
the disease of the patient. Closely related to pattern classification are other tasks such as pattern completion,
pattern recognition, and associative memory. Associative memory is retrieving a memory vectors from a number
of stored memory vectors upon an input.
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Figure 2.4: Application of quantum chemistry; source: 3

A support vector machine (SVM) is a machine learning algorithm used for linear discrimination, which is a
subcategory of pattern classification. To find the hyperplane that is the best discrimination between two class
regions and serves as a decision boundary, we need to calculate the mathematical formulation that contains a
critical inner product - kernel K. K is a Matrix which creates new feature vectors from original feature vectors
and calculating it can get really expensive in terms of computational resources. Thus, it is crucial for SVM to
evaluate this Matrix efficiently. Quantum computing is a possible solution and calculation can be processed
parallely [29].

Neural network models are also a widely used technology for artificial intelligence. A challenge for pattern
classification with a neural network is the computational cost for the backpropagation algorithm. Backpropa-
gation computes the gradients that are needed in calculation of weights. For this problem, quantum searches
are proven to be faster than comparable classical searches [29].

2.4.2 Application of Quantum Computing

An application of quantum computing is to measure molecular energy from IBM. In 2017, IBM’s scientists
developed a new approach to simulate molecules on a quantum computer that may revolutionize chemistry and
material science3. The scientists use six qubits on a quantum computer to address molecular structure problems
- the largest molecule simulated on a quantum computer to date. The results demonstrate a path of exploration
for near-term quantum systems to enhance our understanding of complex chemical reactions that could lead
to practical applications. Figure 2.4 describes an application in quantum chemistry: there are experimental
results (black filled circles), exact energy surfaces (dotted lines), and density plots (shading) of outcomes from
numerical simulations, for several inter-atomic distances for H2 (left), LiH (middle), and BeH2 (right)3.

IBM Q is an industry-first initiative to build commercially available universal quantum computers for business
and science. The IBM scientists put a 20-qubit machine in the cloud and made it available for the world to use,
explore, and learn from. They are also working on a prototype with 50 qubits, which will be for the future of
IBM Q. However, IBM has not published details of its system in any journal and without looking into details
it is hard to comment4.

D-Wave Systems Inc. is the world’s first company to sell quantum computers. It declared that it has a 2,000
qubit quantum computer. But, this does not mean that D-Wave Systems has access to a quantum computer
400 times bigger than IBM. The underlying reason behind is probably, the different approaches to quantum
mechanics in the two companies5.

3https://www.ibm.com/blogs/research/2017/09/quantum-molecule/ (accessed April 26, 2019)
4https://www-03.ibm.com/press/us/en/pressrelease/51740.wss (accessed April 26, 2019)
5https://www.theregister.co.uk/2017/03/06/ibm_has_cloud_access_to_quantum_computer_400_times_smaller_than_

dwave_system/ (accessed April 26, 2019)
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Figure 2.5: Hamiltonian Path Problem; source: [25]

2.5 Biological Computing

Currently, biological computing is a promising research area. Unlike silicon-based devices, computers made
from biological materials are bio-compatible and have several characteristics such as self-organization, massive
parallelization, and functional complexity [34]. In biological computing, chemical reactions in the biological
material are used to finish certain computing tasks. Biological computers provide a platform for performing
Biological Computing. Scientists take advantage of biological material like DNA, RNA, and protein as the main
raw materials in biological computers. Information is propagated in biological computers in the form of waves.
When waves go through the protein molecules, the structure of the protein molecules will be changed. In this
way, information can be either stored or propagated.

Biological computers have small volume but very high power. More than hundred million circuits can be
integrated on a small area of biological computers. Furthermore, because biological materials can process
chemical reactions with only little energy, the thermal loss is low compared to the conventional electronic
computers. A fascinating advantage of biological computers is that biological material can repair itself, if it
does not work well. This makes biological computers more reliable and robust. In addition, biological computers
are highly capable of storing data. One gram of DNA can store as much data as one billion CDs [8]. In the
aspect of synchronized processing, biological computers also perform very well.

2.5.1 Past Milestones

The original idea to design a biological computer came from Professor Feynman in 1959. He mentioned in one
of his lectures that people should design and construct a computer which can manipulate DNA and use it to
perform calculations.

After the 1970s, people found out that some important components in a digital circuit, for example, diodes
and logical gates like AND-Gate and OR-Gate can be implemented by using biological material. Furthermore,
DNA can carry different information under different circumstances. Thus, biological chips can be produced
after careful cultivation and are able to deal with problems at an extremely high speed.

One important milestone in the area of Biological Computing is the achievement of Professor Adleman in
1994 [1]. He used biological computing to solve the famous Hamiltonian path problem. In the Hamiltonian
path problem, there are several nodes and the aim is to find a path which connects all of the nodes and all
nodes should be entered only once (see figure 2.5).

To solve this problem, Professor Adleman randomly generalized many DNA sequences and each sequence repre-
sented one node. According to the sequences of nodes, the sequences of all paths can be derived. A path-sequence
consists of the second half sequence of the origin and the first half sequence of the terminal. Then a comple-
ment of each sequence of the node can be derived according to the principle of complementary base pairing,
namely A and T is a pair, and C and G is a pair. Then, these complements can play a role as a splint which
connects two paths. For example, the complement of node 3 can connect path 2-3 and 3-4. In this way, a longer
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Figure 2.6: Encoding; source: [25]

DNA sequence can be obtained and extended. Figure 2.6 gives an example to the process of solving this problem.

Although Professor Adleman only solved a Hamiltonian path problem containing only seven nodes, it is the first
successful example to use biological computing to solve practical problems. The influence of this success is self-
evident. It proves that the DNA can be controlled and its internal biochemistry can be thought of as computing
processes. The success of Professor Adleman led to a wide research in the area of biological programming
and some recent papers and news indicate that biological programming is a research area with high potential
on accelerating computing processes and it is possible to execute computations by means of DNA or cellular
components.

2.5.2 Current Research

In 2016, the MIT developed a programming language for bacteria, enabling users to write their own algorithms
and functions such as detecting the temperature of the environment6. After compiling the functions, a partic-
ular DNA sequence is generated. That is, the algorithms are carried by the DNA sequence. Then, the DNA
sequence is put into a cell and the functions run inside the cell. The DNA sequence with important information
will chemically react with other DNA sequences in the cell. In this way, the algorithms can be ‘biologically’
implemented.

In 2010, another paper introduced minimal models of molecular communication [34]. These models use cells to
implement the function of diodes, AND-Operation, OR-Operation and NOT-Operation. Figure 2.7 on the next
page shows how an AND-Operation can be achieved by using such a cell model. The H means that the cell is
highly excitable and if one of its neighbour cells is excited, it will be also excited after a time delay t. The L
means that this cell cannot be excited until two arbitrary cells in its neighbourhood are excited. So, if A or B
is excited, C will not be excited. But, if both A and B are excited, then C will be excited after t and the output
Y will also be excited after 2t. Other models will realize different operations in digital circuits.

A review paper in 2010 [40] indicates that the hardware accelerators can make biological computing faster. With
the help of hardware, the algorithms in biological computing can be strongly accelerated. Central processing
unit (CPU), graphics processing unit (GPU), field-programmable gate array (FPGA), and cell broadband engine
(CBE) can all play a role as an accelerator in biological computing. Some data in this paper shows that FPGAs
can execute pairwise sequence alignment, a very significant algorithm in biological computing, a hundred times
faster than without the help of hardware. The Multi-core Network-on-Chip improves the computing speed
even more surprisingly. The algorithm runs 22.000 times faster than before. Other algorithms in biological

6http://news.mit.edu/2016/programming-language-living-cells-bacteria-0331 (accessed April 26, 2019)
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Figure 2.7: Implementing AND-Operation by cellular model; source: [34]

computing such as the phylogenetic tree reconstruction strategies can be accelerated with the help of hardware
as well.

2.5.3 Current Challenges

The biggest problem that exists in biological computing is that it is difficult and sometimes intractable to
extract the useful information. For example, in the experiment of Professor Adleman, the DNA finished the
calculation in an hour, but it took Professor Adleman seven days to select the right answer for the problem
because the right answer was mixed with many false sequences. This big problem of how to extract the useful
and required information effectively from a mixture of useful and useless information, still remains.

In addition, to execute the computing biologically, a large number of DNA sequences are necessary. This
increases the cost of solving problems through biological computing.

2.5.4 Conclusion

In conclusion, biological computing is a promising research area and it has already made sizable achievements.
Some successful examples of biological computing show that it is feasible to compute biologically. Since chemical
reactions are executed very quickly in biological material, it possesses a high calculation speed. Furthermore,
biological materials possesses a fascinating potential in storing data and repairing themselves when damaged.
Yet, the problems of applying biological computing cannot be ignored. The biggest obstacle of applying biological
computing on a large scale is the difficulty separating useful computing results from useless ones. A further
barrier is the cost of executing biological computing because a lot of DNA sequences must be generated before
performing the computations.

2.6 Heterogeneous Computing

Due to the upcoming physical limit in the integrated circuits technology, new approaches for a better computing
power must be found. The multi-core technology allows the use of various processors in parallel, which permits
utilizing previous technology to improve the performance in a significant way. Homogeneous computing sets
the focus on CPUs, consisting of identical processor architectures, whereas a heterogeneous computing CPU is
build of different special processors with various characteristics [32].

2.6.1 Special Processors

In recent years, machine learning and other new tasks have changed the requirements that must be handled by
a computer and especially, by its CPU. So, the learning task in neural networks already moved from the CPU to
the GPU for a better performance [41]. The special processors are produced for a different range of applications.
For instance, the graphics processing unit (GPU) is developed for the several but small graphical computations,
which are often vector or matrix computations. To increase computational performance, the processor uses
efficiently pipeline and is able to parallely compute identical calculations. Another special processor is the
digital signal processor (DSP). It is designed to handle continuous signals like an audio or video data stream
and can be found in plasma TVs. Furthermore, the low power consumption of the DSPs predestines them for
mobile devices like smart-phones.
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2.6.2 Software

The multi-core technology enhances the method of programming a software. While a one-core CPU processes
a list of tasks sequentially, a multi-core CPU can process tasks in parallel. However, the tasks that can be
handled in parallel and the ones that depend on the solution of another task must be preset by the programmer.
Furthermore, the distribution of the tasks gets more complex with the different instruction set of individual
special processors. To handle these difficulties, a fundamental restructuring of the software architecture can
be offered. In contrast to the symmetric multiprocessing (SMP) system, which relies on a one kernel model
with one OS and a shared memory, the asymmetric multiprocessing (AMP) system combines more than one
kernel with more than one OS and allows parallel to shared memory and a separate memory model. Thus, the
modularization takes place on the lowest level of the software stack7.

2.6.3 Benefits of Heterogeneous Computing

Three of the most important characteristics of a CPU are the performance, power consumption, and security.
To improve the performance of the CPU, tasks can be split into parts with different requirements and assigned
to the most efficient processor. The resulting computational power is a combination of the ultimate (best
performance) computational power of the individual special processors. This performance optimization depends
on the constellation of special processors used and the distribution algorithms. To lower the power consumption
in low computational power phases, the heterogeneous computing architecture is be able to switch off power
intensive processors and work only with a few or one economical processor. At least to improve the security
of a CPU, tasks with a high safety-relevance can be separated and computed on a special processor. With the
introduced AMP software system, a CPU architecture with a separate memory can be realized. This makes it
possible to encapsulate security tasks7.

2.7 Cloud Computing

Information technology can be found in almost every part of the human life, be it transportation, healthcare,
telecommunications, or the Internet of Things. Cloud computing is a new, yet rapidly emerging technology
based on internet computing in central computation centres in which shared resources are provided on internet
to other users on demand [47]. The idea behind this concept is to add computing capacity and to increase
flexibility between users without the need to invest in new infrastructure or having additional maintenance
costs (see figure 2.8 and 2.9 on the following page) [10]. In past few years have observed an increase in the
significance of this technology and currently, a lot of research is ongoing to improve its implementation.

Cloud infrastructure is very robust and is always available. Computing services have to be highly reliable,
scalable, and capable of being flexible to its users. In contrast to grid computing, cloud computing aims at
serving multiple users at the same time over a universal connection. Cloud services can be accessed by using a
standardized interface over a network [39].

Usually, cloud systems can be divided into three different types of service and depicted in a pyramid model.
Infrastructure as a Service (IaaS) is a model that provides basic IT-resources like computational power, storage
space and capacity. The user has full control over the system in this model.

Platform as a Service (PaaS) is a model that provides programming and development tools for cloud-based
applications. Usually, memory, message queuing, and MySQL services as well as security and monitoring tools
are provided when the app is deployed.

Software as a Service (SaaS) implies that the cloud system provider only provides self-made applications to the
user. This is in contrast to the other two models which are using third party programs and software.

Popular and successful examples for big cloud computing services are the AWS Amazon cloud service and the
Microsoft Azure cloud servers.

7https://blog.nxp.com/tech-in-depth/3-reasons-why-embedded-heterogeneous-systems-are-more-efficient (accessed
April 26, 2019)
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Figure 2.8: Example of IoT cloud computing; source: [45]

Figure 2.9: Cloud computing scheme; source: [39]
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2.8 Future Trends

It is important to keep the past in mind while looking into the future. In the last 20 years, Moore’s law seemed
to last even further. However, recent studies showed that the speed of doubling transistors in an integrated
circuit every two years is slowing down further [15]. In the following sections, we enlist new technologies that
have already shown great potential and might help overcome the current restrictions of CPU technology.

2.8.1 Motivation

On November 17, 2008, Intel introduced the Nehalem micro-architecture, which uses transistors with a gate
length for 45 nm8. Currently, Intel is working on 10nm micro-architecture9. Nevertheless, a flattening of the
Moore’s law can be noticed. The same flattening cannot be observed in the computational power, which shows
that the transistor density is not the essential factor for the performance of a processor. To measure the com-
putational power of a processor, the amount of floating point operations per second (Flops) are the crucial
performance determination. On examining new technologies such as heterogeneous computing, quantum com-
puting, and neuromorphic computing, we noticed that they entail advantages in fundamentally new ways of
computing. Therefore, to extrapolate the computational power into the year 2040, we need a more practical
approach for the performance determination. Actual benchmark rating systems determine the performance of a
CPU by defining a calculation with a wide variety of requirements and measure how many calculations a CPU
can handle in a given time. The resulting values make it easy to compare different computers with different
hardware constellations.

According to the article “Computers Will Require More Energy Than The World Generates by 2040”10, the
energy efficiency will become a decisive criteria for the processor of the future. To tackle the proportionality of
the computational power and the energy consumption, both attributes must be observed simultaneously. An
easy way to reach that is to combine both into one factor. Koomey’s law presented by Jonathan G. Koomey
is based on the computations per kWh [21]. Here, a computation is defined by J.D. Nordhaus and is similar
to the base idea of current benchmark rating systems: a time measurement needed by a CPU to handle a
defined bundle of calculations [36]. In contrast to Moore’s law, Koomey’s law can be extrapolated into 2040,
including the upcoming new technologies. In figure 2.10 on the next page Jonathan G. Koomey presents the
computations per kWh of different computers and supercomputers in past 70 years. On the basis of his data,
Koomey derives that “The computations per kilowatt-hour are doubled every 1.5 years” [21]. Based on this
approach, the computations per kWh will be increased by a factor of 16384 in the next 21 years.

2.8.2 Quantum Computing

Still widely used, classical computers encode and manipulate information as strings with a unit of bit from
information theory from Claude Shannon in 1948. A quantum computer has a great advantage because the
superposition principle largely increases the states that it can encode. After a long time, with no promise of
success, quantum computing is suddenly buzzing with significant achievements11.

For the current state, only increasing the number of qubits is not enough to build quantum computers. The
machine will also have to keep a low error rate. If the error rate is high, quantum computing can never perform
better than a classical computer even if more qubits added. To deal with the noise, researchers work on error
correcting strategies. The problem for these strategies is that most of the computing power goes to correcting
errors. Thus, the length of computations that can be performed are limited. An alternative to these error
correcting strategies is to avoid them or cancel out their influence.

An application of quantum computing that has leaped out of labour is quantum communication. The quantum
information is carried by particles such as photons that can not be replicated exactly. Therefore, it is impossible
for a hacker to listen if the data is transmitted as quantum information. The first long-distance quantum com-
munication landline connects Peking and Shanghai over a distance of more than 1,200 miles. It is reported that
several major Chinese banks are already using the link to transfer their most sensitive data11. China is not alone

8https://www.intel.com/pressroom/archive/releases/2008/20081117comp_sm.htm#story (accessed April 26, 2019)
9https://ark.intel.com/products/136863/Intel-Core-i3-8121U-Processor-4M-Cache-up-to-3_20-GHz (accessed April 26,

2019)
10https://www.sciencealert.com/computers-will-require-more-energy-than-the-world-generates-by-2040 (accessed

April 26, 2019)
11https://www.insidescience.org/news/china-leader-quantum-communications (accessed April 26, 2019)
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Figure 2.10: Trend of Koomey’s law from 1940 to 2010; source: [21]
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in quantum communication efforts. A team led by Harvard University had started installing a 650-kilometer
line between Battelle’s headquarters and its offices in Washington DC. The US and Chinese network both use
the dark fibre which is not always available and can be prohibitively expensive. A research team at Toshiba
Research Europa in Cambridge, UK is trying to solve this problem by piggybacking the photon streams onto
the lit fibres that transform conventional telecommunication data [37].

Another application for quantum computing is quantum search. Although, currently, there has only been some
success on the experimental side with a small number bits achieved. Being a trend for the future, which promises
to significantly to reduce the computation time for the database search. It is also shown that it is possible for
a quantum search algorithm to compute the factorization in polynomial-time [18].

2.8.3 Reversible Computing

Today’s computer architecture relies on constantly overwriting and erasing the information of the temporary
memory. Consequently, the energy expended to obtain the previous output gets wasted and dissipates into heat.
Currently, roughly 5000 electron volts are wasted for the operation of erasing a single bit in a computer [4]. It
is possible to lower the amount of energy dissipating into heat by the formula known as Landauer’s principle:

W = k · T · ln(2)

where k is the Boltzmann constant, T is the temperature of the heat sink and ln(2) is the natural logarithm of 2.

Considering predictions about the future of rising energy consumption of computing machines as given by
Dockrill10, it may be necessary to circumvent this limit with a new approach. Reversible Computing is a sub-
ject that has been on the table for long and is receiving more attention in recent years. First brought up in a
paper by Rolf Landauer in 1961 and proven to be applicable in 1973 by Charles Bennett, the implementation of
the principle is still far from being well understood and being part of our daily life. However, when looking at
the future development of CPUs, Reversible Computing offers big promises with regards to efficiency and power
consumption; theoretically, being able to reduce the energy wasted by computers to zero [36]. The basis of this
technology can be understood by observing that the most fundamental laws of physics are reversible, meaning
that if one had “complete knowledge about the state of a closed system at some time, one could always run the
laws of physics in reverse and determine the system’s exact state at any previous time” [23]. An example to
visualize this is a game of billiards without friction involved. If one hits the balls, they would bounce off each
other and the bumpers endlessly. The collision physics would always remain the same and one could predict
the past as well as future constellations of the balls [17].

This reversibility is also applicable to quantum-scale physics. Here, the constellations are the states of physical
systems. Two different states of a system cannot become the exact same later on, meaning it is impossible to
destroy information [5]. The reversibility of physics means that whenever we overwrite a bit of information with
a new value, the previous information might not be practically usable anymore but is physically still there in
the form of heat in the machine’s thermal environment [17]. There are some projects that already show a lot of
promise, e.g. researchers at Yokohama University working on superconducting electronics which dissipate less
energy than stated by the Landauer principle [17].

Recently various efforts have been made to combine quantum and reversible computing, creating a new way
of efficient computing. Refining this approach would result in faster, safer, and very energy efficient ways of
computing without the loss of information. This is definitely something to look out for in the future [2].Assuming
that Koomey’s Law persists in the next 20 years, it is safe to say that Reversible Computing will play a key
role in reducing the energy consumption and therefore, increasing the efficiency of computing machines.

2.8.4 Neuromorphic Computing

As [42] discusses, there is a lot of motivation to focus research on neuromorphic computing. The main moti-
vations found in the literature were “Low Power” and “Parallelism” alongside motivations like “Scalability”,
“Fault Tolerance”, and “Faster Computing”. This is very close to the current challenges in the community of
computing, which is mainly concerned about the need for more computing power and the increasing energy
consumption. While the successes of today’s neuromorphic computers are still limited, we are convinced that
neuromorphic chips will have a more dominant role in the future as it addresses the mentioned central problems
in computing. Additionally, neuromorphic hardware is likely to have a strong impact on the development of
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AI. As one current trend in AI is to be inspired from the human brain, neuromorphic chips are a suitable plat-
form for this approach. This is reasoned by the fact that neuromorphic hardware is able to simulate neuronal
processes more effectively than state-of-the-art CPUs. With the increasing popularity and importance of AI in
industry and society, it is imaginable that in the future, computing units with separate neuromorphic chips will
be included. Eventually, neuromorphic computing could be integrated by heterogeneous computing [26].

As neuromorphic engineering grows bigger, there are several possible milestones to be achieved. A major prob-
lem is that currently, there is no simple way to design neuromorphic systems. As described earlier, each system
needs to be designed on three levels of models, algorithms, and hardware. Therefore, it needs some effort to be
created. This problem can be eased if standard approaches emerge in the future. Alongside a standardization
of the field, a helpful development could be specialized programming languages for neuromorphic hardware [42].

Another vast field of possible future application of neuromorphic hardware is human-machine interfacing [6]. As
in our future, we will probably be interacting with technical systems even more, it is very important to create
simple and intuitive ways for humans to interact with machines. As neuromorphic hardware is more similar to
biological neuronal systems than today’s computers, it is easier to establish communication between electronic
hardware and the human body.

2.8.5 Optical Computing

Another promising research area is optical computing. In optical computing, photons play a very important
role. Compared to electrons, which are mostly used in conventional computers to ship data back and forth
between logic circuits and memory, photons have no mass, travel at the speed of sound and do not need to
flow through resistance like electrons, leading to thermal dissipation [14]. Possessing these advantages, photons
provide an alternative solution to transport data in computer chips. The data transmission is highly accelerated
by taking advantage of the photon speed. Also, the power consumption during the transmission is reduced [53].

Of late, applying optical computing in artificial intelligence has become a trending research topic. Besides
accelerating the data transmission, photons also possess potential to accelerate the calculations. Especially, the
matrix multiplication benefits from making use of photons [53]. When matrix multiplication is required, the
numbers in the matrices are converted into optical signals and larger numbers represent brighter beams. Then,
the whole multiplication is divided in several smaller multiplications and each one is handled by a single ’cell’
of the optical chip. Imaging the cell as a water pump with two inputs and two outputs, beams from different
inputs can be sped up or slowed down in the pump and mixed together before they are let out. By controlling
the speed of the pump, the brightness of the output beams can be controlled as well [14].

Currently, optical computing faces a lot of difficulties. Chips that work only with optical components have not
been designed yet. So, all current optical chips contain traditional transistors, which are intended to conduct
electricity. However, conductivity depends on free charge carriers which can absorb light particles. This may
lead to power loss [20]. If the problem of power loss is not overcome, it will be difficult to build complex circuits
and enhance the signal-to-noise ratio with optical components [53]. Furthermore, designing optical memory,
increasing robustness of optical computing, and realizing optical interconnection for inter-chip communication
are also challenges and issues for the development of optical computing [53].

In spite of the aforementioned unresolved issues, optical computing has already been applied to accelerate
calculations in deep learning [14], bringing a positive influence to other areas in artificial intelligence such as
neuromorphic computing [44] and quantum computing [49]. Optical computing is expected to be further applied
in artificial intelligence and taken full advantage of its strengths to reduce the power consumption, make data
transmission more efficient, and speed up the computing processes.

2.9 Conclusion

Having given an overview of a wide variety of new technologies like neuromorphic systems, quantum computing,
biological programming, heterogeneous computing and cloud computing, we conclude this chapter.

Nowadays, a lot of efficient neuromorphic chips are designed and applied in several areas such as image pro-
cessing and bionics. In addition, neuromorphic chips promote the development of neuroscience. For quantum
computing, the companies IBM and D-Wave have their own qubit system with different quantum mechanics.
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For biological programming, the current problem is not the computation speed but how to extract useful infor-
mation from the experiment results. However, biological computing is now widely researched because of its high
potential on accelerating the computing process and reducing power consumption. Moreover, heterogeneous
computing and cloud computing are two promising research areas to increase the computational capability of
artificial intelligence. In addition to an overview of the current research in computation technology, we offered
an insight into some of the trends believed to be most likely involved in our lives over the next 20 years.

The efforts that already have been made in the research of reversible computing show the potential of this
technology. Energy consumption will be one of the big factors that limit future CPUs. When it comes to
the efficiency parameter derived from Koomey’s law, reversible computing has the biggest potential in saving
energy and memory space. To fulfill Koomey’s law. it is most likely that new technologies are needed as
current ones are approaching their limits. Particularly good candidates for these new technologies seem to be
approaches like neuromorphic, quantum, and optical computing. While neuromorphic hardware is still waiting
for its widespread application, the current results are highly promising. Neuromorphic computing seems to give
answers to central challenges of current computing and therefore, we assume it will play a major role in the
future of computing.

Quantum communication is leaping out of the labor as an important application of quantum computing and on
the experimental side, some success with a small number of qubits has been achieved. Increasing the number
of qubits and reducing the error rate is what needs to be done to achieve a better computational performance
for quantum computing.

We are convinced that computational power is a key factor in advancing artificial intelligence to a new level.
As described, there are many promising technologies to improve computational power in the future. We are
confident that the introduced technologies will play an important role in the development of future AI and are
eager to learn about future developments.
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3.1 Abstract

This article discusses modularity in the context of artificial intelligence (AI). Here, many different topics are
relevant. Today, these are mainly the modularity of the human brain and methods to examine it, modular neural
networks in the context of learning, and the modularization of neural networks to improve them. Research on
these topics can provide us with artificial intelligence, consisting of several independent expert systems in
the near future. Also, AI learning will be faster because with generative adversarial networks (GANs), big
amount of real data will no longer be needed. Further, investigations on the modularity of the brain of humans
and animals, like the TRACT method, can help us overcome problems like catastrophic forgetting in AI and
moreover, provide a general knowledge of the functionality of the brain. This, in turn, will allow the exploration
of new ways for creating intelligence.

3.2 Introduction

In the current quest for methods to achieve artificial intelligence (AI), many different techniques are explored.
As presented in this book, there are several topics that have to be taken into account. Therefore, we want to
present an approach that may help in this process: Modularity. Creating modules may not be a solution on its
own, but it can support us by improving existing methods. Dividing a task into smaller sub-tasks (modules)
is a well-known approach in computer science. The divide-and-conquer approach partitions complex problems.
The smaller, easier to handle sub-problems can be seen as independent [9]. This allows a treatment in parallel,
which grants benefits, e.g. reduction of computation time.

Aligning with the divide-and-conquer approach, the subsequent section shows how modularity helps handle
intricate issues on artificial intelligence. To enable mankind build an AI emulating the human brain model, we
need to understand the brain in the first place. Therefore, initially, the origins of modularity are briefly shown.
In a next step, the current understanding of the modularity of the human brain is expounded and a method for
investigating the modularity of the brain is presented. Further, reasons against highly specialized modularity
explored by Baum [6] are given. In 1989, Sondak, et al introduced the importance of neural networks (NN) in
the context of artificial intelligence [21]. Finally, the last section addresses the benefits of modularity for neural
networks.

Section 3.4 picks up ideas previously presented in section 3.3 and gives a brief prediction on the trends that
may arise. First, a general modular approach to AI development is introduced and its effects are discussed.
The last sections refer to the TRACT and GANs approach and predict their influence on improving methods
for developing AI.
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Figure 3.1: Increasing modularity with minimizing connection costs; source: [8]

3.3 State of the Art

This chapter shows the current State of the Art in researches on the modularity of the brain and how this can
be used to develop AI. Therefore, the origins and the current understanding of the modularity of the human
brain are discussed first.

3.3.1 The Evolutionary Origins of Modularity

One hypothesis is that modularity has evolved as a byproduct of selection in the evolution to reduce connection
costs in a network [7]. Such costs include manufacturing and maintaining connections, energy to transmit along
them, and signal delays, all of which increase as a function of connection length and number [1]. The concept
of connection costs is straightforward in networks with physical connections, e.g. neural networks [8]. There
are multiple studies which suggest that the summed length of the wiring diagram has been minimized, either
by reducing long connections or by optimizing the placement of neurons [1]. Researchers have shown that
maximizing performance and minimizing connection costs produce significantly more modular networks than
only maximizing performance (see figure 3.1) [8].

3.3.2 Modularity of the Human Brain

To understand the modularity of the human brain, it is important to know its physical structure. If the brain
has well defined regions or connections, then it is plausible to assign them special tasks. From this, it is possible
to deduce the modularity of the human brain.

Physical structure of the embryonic brain In the vertebrate brain, it is clearly shown that the brain
has morphological structures. Starting from the development of the embryonic brain, it is possible to split the
brain into special modules called embryonic divisions. They are modular because the neuronal tissue of the
divisions have a huge difference. Inside the embryonic divisions, the neurons and glial cells proliferate, migrate,
and differentiate to distinctive structures [19]. The glial cells give structure to neurons and are also electrical
insulators that support the transportation of chemical molecules.

Brain development and functional modules In the brain development the patterns of the embryonic
structure have to be transformed according to the information saved in the corresponding genes. By that,
the functional modularity of the brain will be introduced. To generate a functionality, more than one embry-
onic division needs to be in use and each division processes different information with a particular abstraction
level [19]. In figure 3.2 on the next page, the visual, auditory, and motor functionality are shown, including the
corresponding divisions in the human brain. Embryonic modules represent spatially separate, largely indepen-
dent histogenetic fields. Each field gives rise to a coherent domain of gray matter that is later characterized by
a particular way of information processing. Each domain contains several brain nuclei, or regions that are con-
nected to nuclei or regions in other domains by fiber tracts, thus, forming neural circuits of different functional
systems, e.g. blue, auditory system; red, motor system; and green, visual system.
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Figure 3.2: Relation between embryonic and functional modularity in the brain; source: [19]

Brain Functionality as a Aetwork Structure Better technologies in neuroimaging have led to the first
chance to develop non-invasive functional network structures. The new imaging system, rs-fcMRI, can detect
neuronal activity between different brain areas [18]. The network structure of the brain is called connectome
and is structurally divided into different scaling levels. The mesocale describes the minicolumns and their
connection patterns. Minicolumns consist of approximately 80 -100 neurons with a diameter of about 30-50
micrometres [22]. In 2014, a mesoscale connectome of a mouse brain was published [17]. The smallest one is
the microscale, which defines the neuron to neuron connection. This level of detail is not feasible in the near
future since the human brain contains an estimate of 1010 neurons with 1015 connections between them [22].
Having been published in 2013 and still available, Big Brain provides a high resolution 3D model of the human
brain close to the microscale level. The model is constructed by slicing the brain into over 7000 histological
brain sections [2]. Hence, this microscale is still not feasible for non-invasive methods and only provides a
physical structure of the neurons instead of the functionality pattern. Latest research provides a computational
approach to receive the microscale from a higher scale of a mouse brain [28]. In summary, due to the physical
structure of the embryonic brain, it is possible to determine modules. However, latest research does not provide
a functionality network pattern in microscale for the human brain, but provides computational algorithms to
generate it for less complex brains.

3.3.3 Tracing Neuronal Circuits by Transneuronal Control of Transcription

The Lois laboratory has developed a method for tracing the flow of information across synapses called TRACT.
When a neuron ‘talks’ - it transmits a chemical or electrical signal across a synaps. It also produces and sends
along a fluorescent protein that lights up both the talking neuron and its synapses with a particular color.
Any neurons ‘listening’ to the signal, receive this protein, binding to a so-called receptor molecule - genetically
built-in by the researchers - on the receiving neuron’s surface. The binding of the signal protein activates the
receptor and triggers the neuron it is attached to in order to produce its own, differently colored, fluorescent
protein. In this way, communication between neurons becomes visible. A semantic visualization is shown in
figure 3.3 on the following page. Currently, the laboratory is using Drosophila fruit flies for their experiments.
Using a type of microscope that can peer through a thin window installed on the fly’s head, the researchers can
observe the colorful glow of neural connections in real time as the fly grows, moves, and experiences changes in
its environment [12]. If the technique gets improved in the future, one can image the connections in a human
brain. Therefore, it could be proven whether or not the mind is modular and if yes, in what scope.

In figure 3.3, ‘Donor’ neuron is labeled in red. ‘Receiver’ neurons, that make synaptic contacts with the donor
neurons are labeled in green. In contrast, gray labeled neurons are close to donor neurons but do not make
synaptic contact.
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Figure 3.3: Using TRACT to detect synaptic connections between neurons; source: [12]

3.3.4 The Case Against Fixed Modules

There is also some evidence against the fixed and highly specialized modules described by Baum [6]. Various
researchers have found that damage to brain areas, usually responsible for special functions or modules in this
context, sustained early in the development of a brain can be at least partially compensated by other brain
areas or modules [13][15][23]. The first example is the development of both visual maps in one hemisphere of the
brain in a child born with only one hemisphere. Here, the optical nerve fibers were rerouted to the functional
hemisphere, leading to the development of both visual maps [15]. The other two examples are about language
development in children after a hemispherectomy and a perinatal stroke. Both show more speech-related activity
in different areas like the visual cortex than compared to a control group [13][23]. While this is definitely no
proof that there are no highly specialized modules in the human brain, it hints at more flexible modules and
overall human brain, especially in early development phases.

3.3.5 Neural Reuse

The idea of more flexible modules gave rise to the theory of neural reuse which is thought to be a central
organizational principle of the brain. According to this theory, it is quite common for neural circuits established
for one purpose to be put to different use during evolution also normal development. According to this, neural
circuits can continue to acquire new uses after an initial function is established [4]. There are three important
findings in this context supported by data. First, a typical brain area is used by many different cognitive func-
tions and tasks. Second, evolutionary older brain regions are highly reused and third, more recent functions
will use more widely scattered brain areas [3]. This seems intuitive since newer functions have many modules,
functionalities, and wiring to reuse. Researches could also show that neural reuse arises from the evolutionary
pressure of varying task requirements. They showed that the agent with the highest amount of reuse is most
adaptable to changing environments or tasks (see (A) in figure 3.4 on the next page).

From figure 3.4 on the following page (A) shows the fitness trajectory of the best individual in the population
over time. Dashed vertical lines mark task swaps. Black-dotted horizontal line represents the 0.95 fitness
threshold. The first four task swaps are labeled A1, B1, A2, and B2 respectively. Panel (B) shows the inset in
panel (A).

3.3.6 Modularity Helps Against Catastrophic Forgetting

There are two types of forgetting. The first one is gradual forgetting that happens to us, humans. And the
second one is catastrophic forgetting, which is a major problem while creating artificial intelligence with neural
networks [14]. To learn new skills, neural network learning algorithms change the weights of neural connections,
but old skills are lost because the weights that encoded old skills are changed to improve performance on new
tasks [27]. The benefits of robots and artificially intelligent software agents will be extremely limited until we
can solve the problem of catastrophic forgetting. In the chapter ‘General AI’, we have included a section on this
common problem along with a solution. In the current section, we focus on the topic of modularity and its po-
tential related to this problem. Modularity, which is widespread in biological neural networks [25], helps reduce
catastrophic forgetting in artificial neural networks [10]. Modular networks are those that have many clusters
of highly connected neurons that are only sparsely connected to neurons in other modules [25]. Modularity
could allow learning new skills without forgetting old skills because learning can be selectively turned on only
in modules learning a new task (see figure 3.5 on page 50) [10]. Researchers have shown, that networks using
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Figure 3.4: Increased adaptation over time in an evolutionary run; source:[20]
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Figure 3.5: Learning in neural networks with modularity; source: [10]

Figure 3.6: The graph shows the performance with modularity (green) and without modularity (blue);
source: [10]

modularity are performing much better than ones without modularity (see figure 3.6). This point is further
discussed in section 3.3.8.

3.3.7 Generative Adversarial Networks (GANs) as an Example of Module Inter-
action

One interesting and current example for modularity in machine learning is Generative Adversarial Networks.
In this paper, Goodfellow et al. showed a general approach and laid the theoretical foundations. Generative
Adversarial Networks are made up of two networks or modules, a generator network and a discriminator network.
At the beginning, the discriminator network is only superficially trained with a relatively small number of real
data compared to the traditional use of NNs, where a big amount of training data is used to reduce uncertainty.
Then, the generator network creates some training data and the discriminator will determine whether the
samples are ‘real’ or ‘fake’. Therefore, the discriminator decides whether the data is real training data or if it
comes from the generator. The generator can be trained on the data generated by it, labeled as real by the
discriminator. When the discriminator can no longer label real and artificial data with a certain accuracy, it can
also be trained further on the real data. This circle continues until the generator can produce accurate data of
the desired distribution [11]. This is an interesting example of machine learning modules that help each other
to get better results. It also gives some insight into the workings of classification algorithms. The fully trained
generator network creates data that the discriminator, a sort of classifier, interprets as real. The created data
can be examined to find certain hints as the defining properties of the classifier.

3.3.8 Modularity within Neural Networks

Many Systems are presentable as a Network. Finding structure within all different kinds of networks is a huge
field of interest in science. Newman found that many of them are naturally dividable into modules or com-
munities [16]. As learned in section 3.3.6, neural networks can be improved by a modular composition. But,
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Figure 3.7: A trained layered neural network (A) is transformed into its modular representation (D). The
communities in a layer are detected by evaluating the connections to the adjacent layers (B); source: [26]

how can non-modular neural networks profit from this? Newman’s findings on structuring networks were taken
by Watanabe, et al [26] and transferred to neural networks (NN). These researches led to an algorithm for
dividing a NN into communities (modules). To achieve the community structure, we regard an already trained
layered neural network as presented in figure 3.7 (A). Now, for every layer, the connections to adjacent layers
are evaluated (B). Here, the relationships between knots are sought after. These are, e.g. many knots of layer
d connected to just a few of layer d+1 or vice versa. As a result, the community structure is obtained (C). The
edges between the different communities can be represented as bundles to further increase clarity (D) [26].

By transforming a trained neural network into its modular representation, one obtains the following benefits [26]:

• A layered neural network can be represented in form of smaller, independent networks. This allows a
reduction in computation time by dividing the problem (parallelization).

• The knowledge about the modularity of a network allows estimations about the generalization error. The
term ‘modularity’ in the context of networks means how well they are dividable into communities. A
higher modularity implies a lower generalization error made by the network.

• Trained neural networks are better understandable. The community structure allows to extract connec-
tions between input, output, and hidden layers. Thus, it is easier to discover relations between data the
NN was trained with.

The above points show how beneficial a transformation of a neural network into its modular representation is.
Therefore, Watanabe et al. concluded that the modularity of an achieved community structure could be used
as a rating to establish neural network regularization [26]. Tosh and McNally [24] did some research on the effi-
ciency of modular and non-modular networks and discovered that the different types of networks perform better
or worse depending on their size. For a big network size, a modular built up performs better and at small size,
a non-modular network performs better. However, a modular network will outperform a non-modular one even
at small network size, if the connective density must be kept low. This occurs e.g. if the energy needs are low [24].
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Figure 3.8: Interaction of Google Duplex with a human user and with the business; source: 1

This section showed that modularity is an important topic for neural networks. Finding a modular representation
of a trained layered neural network improves its usability. Also, depending on the network’s size and constraints,
the performance can be increased.

3.4 Future Trends

As previously mentioned, modularity is sgnificant in artificial intelligence. It takes more of a supportive role
by improving neural networks and helps with the understanding of the human brain. But, which direction are
these technologies leading to? To answer this question, the current section takes the knowledge achieved from
section 3.3 and identifies trends in the development of artificial intelligence in regard to modularity. A brief
forecast on the impact of the technologies in the next 20 years along with its probability of relevance is described
below.

3.4.1 Closed Domains Approach

Closed domain approach shows an AI development that sets the focus on creating a specialist. The AI is trained
only in a sharply limited scope of application, thus, making it an expert in this domain. However, in other
domains, it fails to produce acceptable results. Google Duplex is a prime example1. It is capable of making
phone calls to arrange appointments at a hair saloon or reserve a table at a restaurant. In these situations,
Duplex is indistinguishable from a human caller. However, it is not able to make real conversations in other
contexts.

Looking into the future, the activity to create and improve such experts for special tasks will increase. This
is a continuous development and for most users, the improvements of Google Duplex will be hidden in the
background.

As seen in figure 3.8, a user interacts with the Google Assistant and then, as a hidden action, the needed task
is selected. If there is a trained expert for this task, such as taking a reservation in a restaurant, the assignment
is solved without human involvement. If there is no expert that can solve the task autonomously, a human
operator will be included to manage the assignment1. This system has the advantages that it can schedule
appointments regardless of whether the user understands the local language or the business is contactable when
the user has time to make a call by himself. As a result of research and development, the trend to create a
‘strong’ AI consisting of specialized modules can be seen. The chapter - General AI has greater details listed
regarding the classification of AI and possible requirements. In this part, the focus lies on a possible modular
construction of AI. In terms of Google Duplex, more of such experts are likely to be added in the next years.
For the users, the functionality of assistant systems like the Google Assistant will increase. The developers
of Google Duplex want to make it possible to get business-related information like regular opening hours and
deviations on holidays from companies that do not offer such content online. Google Duplex could make one
phone conversation with the company and provide the received information online and available for everyone1.

The probabilities that more experts will be developed, which are able to finish specialized tasks autonomously,
is really high. As a reason for this, one can see that it is much easier and faster to solve strongly demarcated
problems. Such a system consisting of a high amount of experts is able to solve tasks more efficiently than one
big system that is trained to solve all problems with one algorithm. The shown example, Google Duplex, is a
proof that such activities to develop experts have already been started.

As an impact of the development of specialized modules, assistant systems like Google Assistant will improve
their performance with the ability of handling an increased variety of tasks. As a consequence, the use of such

1https://ai.googleblog.com/2018/05/duplex-ai-system-for-natural-conversation.html (accessed April 26, 2019)
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assistants will increase. Humans will be able to take advantage of support from experts within their specialized
field of training. This could help the user to make appointments and get information easily in almost no time
while the tasks are done in the background. On the other hand it is hard to distinguish between the positive
impact of AI consisting of specialized modules and the continuous improvement of the environment. As an
example for the usual improvement, the ‘digitization’ could be named, which means in this context that from
smaller companies more information will be available online and the amount of businesses will increase, where
online bookings are possible. Looking back into the last twenty years of development, which has been accompa-
nied with the spread and improvement of smartphones, it has been hard to distinguish between different causes
of this development.

Looking into the future raises the question - Could we achieve a strong AI in twenty years consisting of many
expert modules? As an answer, we think that a strong AI without human help is not possible in this time step.
It is realistic that a lot of usual tasks such as making appointments, reservations, and getting information about
a company will be done autonomously by such experts. However, the assistant that selects the needed expert
must be a strong AI. One could conduct a thought experiment to estimate the complexity of these problems: If
a businessman has to make work-related and private appointments in different locations and some appointments
need a special order, a good time management is needed. Additionally, if the overall time required to move
between the different appointments should be minimized or the importance varies, the point to optimize the
schedule book is quite complex. In such a situation, it is questionable whether the assistant would be able to
make the appointments to the satisfaction of the businessman.

In conclusion, we believe that it is clear that the development of experts as part of a bigger AI will continue and
make our life more comfortable by doing tasks for us. However, this impact is hard to distinguish from other
improvements in our environment. The probability is very low that - in twenty years - a ‘strong’ AI consisting
of specialized modules that is able to finish all tasks without human support will be built.

3.4.2 Trends TRACT

Previous methods for examining neural connections were time consuming and labor intensive, involving thou-
sands of thin slices of a brain reconstructed into a three-dimensional structure. A laboratory using these
techniques could only yield a diagram for one small piece of fruit-fly brain per year. Additionally, these ap-
proaches could not be performed on living animals, making it impossible to see how neurons communicated in
real time2. These statements show that TRACT is very important for the future. It is the only method we
have found so far that is applicable on living animals and faster than the previously used methods. Since the
TRACT method is completely genetically encoded, it is ideal for use on laboratory animals such as Drosophila
and Zebrafish. ultimately, the developer of TRACT hopes to implement the technique in mice to enable the
neural tracing of a mammalian brain2.

Currently, it doesn’t seem that the human brain itself could be traced with the TRACT method. But tracing the
brain of mice would qualify as good progress and seems possible in the near future. Perhaps, with these results,
one could draw conclusions about mammal brains in general. Nevertheless, we think that with TRACT we will
understand mammalian brains and possibly, human brains to a greater extent. For example, if researchers can
track whether mammalian brains are modular or not and if so, in which scope they are modular, it can help
building AIs. A measure to prevent catastrophic forgetting could be discovered, since humans do not face this
issue. Even knowing which neurons are communicating with each other based on different activities of mice
would be of huge impact on building AIs.

TRACT, however, can do more than producing wiring diagrams. The transgenic flies can be genetically engi-
neered so that the technique prompts receiving neurons to produce proteins that have a function, rather than
colorful proteins that simply trace connections2. “We could use functional proteins to ask, ‘What happens to
the fly if I silence all the neurons that receive input from this one neuron?’ ”, said the developer of TRACT.
“Or, conversely, ‘What happens if I make the neurons that are connected to this neuron hyperactive?’ Our
technique not only allows us to create a wiring diagram of the brain, but also to genetically modify the function
of neurons in a brain circuit”2.

So far, it works only with transgenic flies. However, it seems that this technique will soon work for mice as
well. Probably, this technique could be used for designing new approaches of AI or verifying existing ones.

2http://www.caltech.edu/news/new-technology-will-create-brain-wiring-diagrams-80863 (accessed April 26, 2019)
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Additionally, it could be used to reconstruct the same structure and modularity of a mice brain in a microchip.
This could lead to better experiments with a higher accuracy than inspecting real brains. Also, it would do no
harm to animals. Instead of a microchip, the mouse brain could be simulated. In conclusion, we think that
TRACT should be developed further on and it could have a huge impact on building AIs.

3.4.3 Trends GANs

A third trend in the context of modularity is in the field of Generative Adversarial Networks (GANs). In
section 3.3.7 the functionality of GANs is described. With further research and development, the trend to-
wards improving the functionality of GANs and increasing the number of possible applications can be seen. An
example are the Wasserstein Generative Adversarial Networks (WGAN)[5]. It is said that the WGAN is an
algorithm that offers, in contrast to traditional GAN training, a higher stability of learning and solves some
other problems like mode collapse [5].

With such improvements, we think that the usage of GANs will increase and better training for NN will be
possible. Also, it would suit applications where only a little amount of real data is available for training or an
unrealistically high effort is necessary to record such data. This shows that the impact of GANs is high enough
to increase its use for these purposes as well as new applications through improved algorithms. We believe that
the probability of this impact is high. We see a continuous increase of the usage of GANs as an example of
how modular systems could help to develop strong AI. A rising usage of AI in the future makes training very
important. The impact of improved GANs could simplify this needed training and could therefore, help the
general development of AI.

3.5 Conclusion

The previous sections showed which role modularity takes in different topics. From an evolutionary perspective,
a modular structuring of the network of neurons within the human brain is a cost efficient approach to improve
performance. Further, the physical structure of the brain is divisible into modules. This knowledge originates
from the early stage of development, the embryonic brain. Here, the neural tissues of the individual modules
physically differ from each other. For a deeper understanding of the modular functionality of the brain, the
interactions between neurons must be observed. TRACT can help making connections visible, therefore, it
enables further research on the modularity of the human brain. In contrast, reasons against a modular brain
were discussed. Especially, the reuse of brain regions for other tasks speaks against a fixed modularity. Besides
the study of the human brain, modularity plays an important role in neural networks, which are often used in
AI affairs. Training a new task into a new module within the NN prevents forgetting of previously learned tasks.
Also, the learning can be modularized. The GANs approach uses two networks (modules), one for data gener-
ation and one for evaluation of the generated data. The generator is trained only with generated data that fits
the task (evaluated by the second network). Hence, a circle of mutual improvement arises. In addition, already
trained non-modular neural networks can be transformed into their modular representation in retrospect. This
grants benefits in usability and performance of the NN. Until now, research in the field of modularity has given
us a good initial insight into the working of the human brain. Further, methods to improve neural networks are
extensively researched, facilitating future studies on artificial intelligence.

A possible progress in the near future will be observed by the development of extremely focused expert systems
which are combined under the administration of an AI. This approach on a strong AI is much easier to realize
than a single system that must handle a large amount of tasks. However, an AI consisting of many subsystems
does not seem to be smart because, as mentioned before, people have to intervene if the right expert could not
be chosen or non-existent. At the same time, the progress in methods like TRACT and GANs has given new
insights on the thinking process of living beings and is allowing better training of AIs. This combination will
strongly make headway in creating an true artificial intelligence.
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4.1 Abstract

Since inception, human beings have developed cognitive as well as functional capabilities, evolving into the most
intelligent life form on the planet. The corollary is owed to the fact that humans have always possessed an
inherent capacity to communicate and cooperate. By means of language and mutual expression, we are able to
combine efforts, express complex thoughts and opinions, and accelerate their learning through nurturing and
education.

The following chapter encompasses the benefits of communication and collaboration for the purpose of Artificial
Intelligence (AI). Initially, it touches upon the concept of Multi-Agent Systems (MAS) and Multi-Agent Learn-
ing (MAL), which provide a suitable framework for cooperating intelligent systems. Subsequently, section 4.2
contains an overview of milestones in the current field, including the major stages of development and a few
popular learning algorithms. After which, the chapter is narrowed down onto two key research directions - deep
reinforcement learning (DRL) and inter-agent communication in MAS.

The subsequent section 4.3 suggests certain trends for future research. It entails strategies on scaling up MAL to
solve problems that are larger and more complex in nature. Being able to learn effective means of communication
between several agents and via language between humans and AI would be exemplary to a successful outcome.
The end of the section entails an elucidation of these trends towards the development of AI. The chapter is
concluded with a short summary and the key takeaways derived from the text.

4.2 Multi-Agent Systems

The past few decades have observed decentralized approaches being increasingly adopted to solve complex real-
world problems. For instance, an attempt to regulate traffic by distributed traffic light control has proven to
be effective. However, it would not be possible to realize such a regulation without the communication and
cooperation between different entities involved. It is for this reason that autonomous driving must achieve called
communication and cooperation between various units to derive applicable solutions.

The field of study concerning multiple entities working cooperatively in order to solve problems is known as
distributed systems, which in conjunction with Artificial Intelligence (AI), is commonly referred to as Dis-
tributed Artificial Intelligence (DAI). In general, DAI can be split into two distinct areas, namely distributed
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Figure 4.1: Example of a Multi-agent System; source: own illustration

problem-solving and multi-agent systems (MAS). The former inquires into the decomposition of a problem-
solving process and its distribution among multiple nodes as well as the collective construction of a solution to
the problem. The second area, which is discussed to a greater extent, underscores the joint behaviour of agents
with a certain degree of autonomy and the complexity arising from their interactions.

A significant proportion of the research intends to apply Machine Learning (ML) concepts on multi-agent
Systems. The underlying rationale being that an MAS is typically designed to tackle problems in large, complex,
dynamic, and unpredictable environments, where it becomes nearly impossible to assign the agents’ behaviour
a priori. Learning provides a solution by allowing the agent - through interaction with its environment - to
acquire new behaviour without human intervention.

4.2.1 Basics

The following section aims to delineate the basics of a multi-agent system and multi-agent learning (MAL).
Essentially, it stems from the papers of Luke and Panait [15] and Weiss and Tuyl [24].

An agent is a computational mechanism that shows a high degree of autonomy, performing actions in the same
environment that it receives information from. An environment having multiple agents interacting with each
other with added constraints is called a multi-agent environment (see figure 4.1). At any given time, called
constraints ensure that agents do not know everything about their surroundings including the inner state of
other agents. Otherwise, the whole setup may be represented as a master-slave interaction. The ‘agents’ are
able to know the exact behaviour of the other ‘agents’ and act synchronously, rendering them as the extended
arms of a master controller. Additionally, if the domain requires no interaction at all, it can be decomposed
into separate, stand-alone tasks, each of which are solvable by a single agent.

Multi-Agent Learning Multi-agent learning is the application of ML to problems involving multiple agents.
MAL is defined by the following two distinct features: First, the involvement of several agents introduces an
unusually large search and action space. One learning agent discovers a set of behaviours for a group of agents.
The new learnt behaviour of this particular agent may result in unpredictable changes in the learnt behaviour
of all other agents.Secondly, MAL may involve multiple learners, each learning and adapting in the context
of others. This introduces game-theoretic issues to the learning process. Both features result in a dynamic
environment in which the agents interact with each other.

Machine Learning Methods There are three fundamental approaches to learning in a single-agent envi-
ronment, viz., supervised learning, unsupervised learning, and reward-based learning. The primary difference
between these approaches is the kind of feedback the learner is provided with.During supervised learning, the
critic provides the correct input, whereas in unsupervised learning, the critic provides no feedback at all. In
reward-based learning, the critic conducts a quality assessment of the learner’s output.
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Supervised learning involves the agent to learn from a training set with labeled examples. Each example pro-
vides a certain situation and specifies, by means of the label, the expected outcome. This allows the agent
to extrapolate or generalize, i.e., be able to determine the labels for data samples that it is not trained on.
Despite creating significant value, this kind of learning is not sufficient for learning from interaction with the
outer environment; where an agent learns from its own experience instead of given examples.

Unsupervised learning typically consists of finding an underlying structure in given data. Contrary to supervised
learning, the data that the agent learns from is not labeled beforehand. Therefore, the agent is not provided
with a feedback as a result of its actions. Such reward-based learning, does not provide examples of correct be-
haviour. Rather, it aims to maximize a reward signal, whose value directly depends on the learner’s actions [21].

Majorly, research carried out in the field of MAL adopts reward-based methods, especially reinforcement learn-
ing (RL).In single-RL, an agent learns by interacting with its static environment. At each time step, the agent
perceives the state of the environment and takes an action, which causes the environment to change its state. A
predefined reward signal evaluates the quality of each action, and the agent collects the maximum cumulative
reward possible through its interaction with the environment. The reward is a weighted sum of the current
value, the reinforcement obtained when performing an action, and the expected value of future actions origi-
nating from current state [11].

In a nutshell, single-RL is described within the framework of Markov decision processes (MDPs).While providing
a solid mathematical framework for single-agent learning, MDPs do not offer the same theoretical grounding for
MAL. MDPs assume that the agent’s environment is stationary and contains no other adaptive agents, which
is in direct contrast to the dynamic environment of an MAL explained in section 4.2.1. Currently, extension of
the MDP framework such as Markov games and joint action learners have been developed. Both approaches
allow the introduction of multiple adaptive agents with interacting or competing goals [4][11].

4.2.2 Past Milestones

In the past years, MAL has developed along with techniques that have significantly impacted the research.
This process of development is characterized by two periods, which we will further elaborate in the following
section: The former period began in the 1980s, when several concepts and realization methods regarding MAL
were explored. This first step towards MAL was of the breadth-first exploration type. Initial investigations
known as adaptive parallel computations dominated that period. Inspired by biological examples found in eu-
social insects such as termites, wasps, bees, and swarming vertebrates, these investigations involved developing
nature-inspired MAS. The collective behaviours of swarms observed in nature provided striking proof that such
self-organized systems composed of simple, unintelligent and purely reactive agents can accomplish sophisticated
tasks and achieve a close to intelligent behavior [3]. These investigations paved the way to what is known as
swarm intelligence, today. Other techniques examined were social learning, evolutionary computation, neural
networks, and interactive and imitation learning.

The analysis and examination of called techniques led to the development of the artificial life field, for which
first conferences such as the PPSN (parallel problem solving from nature) and A-life were organized [24].

Stemming from the field of artificial life, several techniques seem to play a suitable role for MAL purposes. Their
relevance is highlighted by recent research showing a formal connection to RL. One such link, for instance, exists
between multi-agent Q-learning and co-evolutionary algorithms [16]. Another one is described by the relation
between swarm intelligence and RL [10].

Early multi-agent reinforcement learning (MARL) research was published by Whitehead, Tan, and Littman.
Exemplary, Tan’s 1993 paper demonstrated how RL agents could learn cooperative behaviour in a simulated
social environment [23]. Subsequently, for the first time, MAL workshops were held and journal special issues
appeared (e.g. [9][25]).This mushrooming phase resulted in a general understanding on the role of learning in
multi-agent environments [24]. The expertise gained in these years formed the basis for the second period.

Since the onset of the 21st century, researchers have gained a better understanding of MAS and its applications.
Their research has matured from being largely exploratory to focusing on certain MAS techniques, especially
MARL, and establishing the theoretical foundations of MAS [24]. A general overview of MAL techniques and
methods developed during the second phase is given by Busoniu, Babuška, and De Schutter and Shoham,
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Powers, and Grenager [2][18]. In the following, illustrative state-of-the art algorithms of both periods will be
presented. Due to the large amount of existing algorithms and their variations in this field, we will describe
only a few of them.

A demonstrative state-of-the-art algorithm of the first period is called Joint Action Learning and was introduced
by Claus and Boutilier in 1998 [4]. In context of cooperative repeated games, a joint action learner (agent)
learns so-called Q-values for joint behaviors (Q-values represent ‘quality’ of an action taken in a given state).
This is in direct contrast to the Q-learning of individual learners for their individual actions [24].

One of the two algorithms of the second period is termed Nash-Q Learning. It is an algorithm introduced by Hu
and Wellman and extends the independent Q-Learning algorithm to the multi-agent case [8].This is realized by
using the Markov game framework. To find the optimal Nash Q-values (Q-values received in a Nash equilibrium)
each agent maintains a model of other agents’ Q-values, which are used to update their own Q-values. The goal
is to find the best policy for each agent, relative to how the other agents behave [24].

Next, are a family of algorithms called Gradient Ascent Algorithms. One landmark member of this type is
the infinitesimal gradient ascent (IGA) introduced by Singh, Kearns, and Mansour [19]. This algorithm is
based on the limit of infinitesimal learning rates, where each agent updates its policy, such that it follows the
gradient of expected payoffs. IGA is limited to two-player, two-action matrix games and is shown to converge
to Nash equilibrium, however not in all cases. In order to overcome the limitation of the binary-action space,
the generalized infinitesimal gradient ascent (GIGA) was introduced.In 2003, its inventor, Zinkevich, defined
the ‘regret measure’. Regret gauges how bad an algorithm performs as compared to the best static strategy,
with the aim to guarantee at least zero average regret [27].As mentioned earlier, IGA does not converge in all
cases. This led to an improvement of the IGA algorithm resulting in the IGA-WoLF (win or learn fast) [1].The
principle idea of this algorithm is to make the learning rate large when WoLF is losing and kept small when a
good strategy is found [24].

4.2.3 Current Research

As mentioned earlier, MAS are a highly active field of research, mainly due to their applicability to a variety of
technological fields. Moreover,learning in MAS has been a widespread field of research as well, which may not
be surprising, considering the current popularity of ML in general and the clear benefits that it carries when
being applied to MAS.

Previous investigations have shown that learning in a multi-agent environment is more complex than in a single-
agent case because agents simultaneously interact with their environment and each other [2]. The key challenge
in MAL systems is learning how to best respond to the actions of other agents. Since all agents are learning
simultaneously and thus, changing their behaviour, this may become a non-stationary problem. The problem of
such systems is that actions performed by any agent influence the environment of all others. Thereby, also their
goals and objectives. This implies that each agent is faced with a moving-target learning problem [24] since the
environment that he perceives changes with every change in the other agents’ behaviour. Simultaneous learning
and adapting behaviour has worked well in a single-agent case, but most attempts break down when several
agents share an environment and should learn to adapt their behaviour concurrently [7].

Non-stationarity is still a prevalent problem and with no effective solution [7]. This is one of the reasons for most
developed MAL algorithms to have used a small number of agents in their environments. On the other hand,
a higher-dimensional multi-agent domain could cause the learning algorithms to become intractable. Recently,
a few work-around techniques have been developed with the goal of overcoming the non-stationarity problem.
For instance, some researches attempted to generalize the system to a population level by modeling the agents
as classes rather than individuals. Other researches went towards determining the degree of interaction among
agents. This way, the environment of an agent could be reduced, by dropping the agents with a low degree of
interaction.

Another problem is that most MAL algorithms assume that agents have access to all other agents’ knowledge,
which is not the case in real-life situations. Therefore, it has to be additionally learned. This task is taxing
due to the non-stationarity of these agents [7]. A remedy for this impediment, which we will elaborate on later,
would be to use deep learning techniques to correctly learn the models of the other agents.
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Figure 4.2: The Pong game. Each agent is represented by a paddle; source: [22]

In the light of these existing challenges and difficulties that MAL techniques and algorithms still encounter, an
integral part of the current research aims at finding work-around solutions to them.

Multi-Agent Deep Reinforcement Learning Deep reinforcement learning (DRL) builds upon the conven-
tional reinforcement learning methods. Since most of them require a function to be derived which is applicable
to each state-action pair [21], the scalability for complex domains can only be provided by extra engineering
work such as state abstraction. The idea of DRL is to use a deep NN to approximate those functions by letting
the NN learn the state abstraction by itself over the raw sensory data.

However, previous attempts have exhibited undesired behaviour like divergence. In order to overcome these,
the first breakthrough approach added two countermeasures, first one being experience replay and second one
being periodic updates of the target action-value function. The result is a so called Deep Q-Network (DQN)
and was first introduced by Google DeepMind [14]. This allowed the team of Google DeepMind to achieve
very promising results in many single agent scenarios, e.g. Atari Breakout. Ever since the success of DQNs,
an important number of efforts have been put into developing even more powerful algorithms based on DRL [12].

Having observed that DRL might be a potential way to overcome the problem of high dimensionality, which
holds more value in the multi-agent case, researchers are currently trying to apply DRL methods on MAS.
An early approach from 2015 by Tampuu et al. dealt with the case of two agents playing the computer game
Pong [22].

They used an autonomous learning algorithm for each agent. The only source of interaction was through their
shared environment. For each agent, one deep Q-Network was trained. The results suggested that deep Q-
Networks might also be a practical tool for the multi-agent case, as the two agents were able to develop different
strategies for a game under different rewarding schemes through either being cooperative or competitive. In
order to achieve this, they only relied on raw sensory data. This particular feature differentiates this approach
from past MARL studies, which were mostly conducted in simple grid worlds or with agents having an abstrac-
tion for their perception.

Considering the fact that MARL suffers from non-stationarity, additional problems arise when transferring the
knowledge of the single-agent case to the multi-agent case. In order to find a solution to this issue, many
researchers are dedicating themselves to stabilizing DRL approaches for MAL. An example for a mechanism
that is beneficial for DRL is experience replay [13], a method that stabilizes the training of the neural net and
improves sample efficiency by randomizing over the data. This is achieved by storing an agent’s experience
for multiple time steps and performing learning updates on samples randomly drawn from the pool of stored
experiences. Unfortunately, problems arise when using experience replay in a non-stationary multi-agent envi-
ronment as the dynamics that generated the stored experiences no longer resemble the current learning dynamics.

A group of researchers were able to stabilize experience replay for the multi-agent case by creating mechanisms
to lower the usage of obsolete data and thereby, were able to play scenarios in Starcraft, a computer strategy
game with rather high complexity that is commonly used to test AI with multiple agents [5]. Observing the
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Figure 4.3: (Left) Two mobile agents trying to overcome an overcome a joint obstacle. (Right) The common
Q-values of the agents for the state depicted to the left; source: [2]

Figure 4.4: In the cooperative setting the agents sometimes reach a strategy that allows them to keep the ball
in the game for a very long time; source: [22]

progress in DRL and the fact that it has already emerged as a go-to approach for MARL, it remains interesting
to see how quickly and to upto what extent it can be made utilizable for the multi-agent case.

Communication between Agents Another interesting field of research is the learning of communication
between agents. To illustrate the need for coordination, let us imagine a simple scenario of two agents passing
by an obstacle while remaining in a certain formation. Since the formation has to be preserved, the only best
option to fulfill this task would be to collectively either move left or right around the obstacle. Since these two
possible actions can be seen as equally good, somehow, the agents need to perform the same action. Without
an appropriate coordination mechanism, the chosen actions may be mutually inconsistent, which would cause
the agents to collide or violate their formation [2].

Coordination in MARL necessitates some communication between agents. In the past, the communication has
often been predefined by humans but recently, the focus has been shifted to letting agents learn the commu-
nication by themselves. Most of the time, the communication infrastructure is provided but no restrictions or
instructions on how the communication should be performed are given. The goal is to let the agents develop
their own collaboration strategies. However, there are quite different approaches to achieve this. Back to the
previous example from the work of Tampuu et al. [22], where two agents were supposed to play Pong, com-
munication did only take place through the environment, meaning there was no direct interaction between the
agents. Still, the agents were able to develop cooperative or competitive strategies depending on the predefined
reward, e.g. playing the ball horizontally to achieve a long phase where the ball kept moving between them
without them needing to take large actions.

Furthermore, multiple approaches involving DRL as a tool for emergence of communication have surfaced in
the past couple of years. In 2016, a group of researchers from the University of Oxford introduced the differ-
entiable inter-agent learning (DIAL) [6], where each agent had a recurrent NN that, apart from approximating
the function for taking actions, also outputs a message to transfer for each time-step. This message is then
passed to other agents, who use it as additional input for the next time-step. The approach was designed for
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Figure 4.5: : Hit and Run tactics in combat 3 Marines (ours) vs. 1 Zealot (enemy); source: [17]

partly observable settings. Results proved that agents trained with this approach were able to discover elegant
communication protocols along the way of solving their task despite the experiment having not been complex.
The authors describe their work as ‘a first attempt at learning communication and language with deep learning
approaches’. ([6], p.8) Nevertheless, they also admit that there is still a long way to go for understanding
communication and language to as a whole.

In the same year, another team of researchers presented an approach for joint action learners in a fully observ-
able setting called CommNet [20]. Assuming fully cooperative agents, there is no difference between having
one controller for every agent or having one for all. Therefore, CommNet uses a single NN which has ac-
cess to a communication channel carrying a continuous vector. Each agent receives the averaged message of
all other agents. Since the communication is continuous, the model can be trained using back propagation.
Combining this with reinforcement learning, communication can be learned. Results showed that this simple
controller with a broadcast channel was able to learn communication for a varying set of agents. They observed
that the model learned communication protocols which delivered meaningful information between agents. The
model also outperformed models a range of other models. However, there were also limitations as the model was
not able to handle heterogeneous agents and was not examined in terms of scalability for large amount of agents.

Building upon the two aforementioned approaches, in 2017, a bi-directional approach using recurrent NNs was
developed and called Multiagent Bidirectionally-Coordinated Nets (BiCNet) [17]. Due to the bi-directionality
of the approach, communication was not fully symmetric allowing different priority among agents, which could
prevent ties between optimal actions. By using bi-directional recurrent NN structure which not only serves as
communication channel but also as local memory saver, each agent can maintain its internal states and also
share its information with collaborators. Afterwards, using a policy network that processes a shared observa-
tion and a local view, the action for each agent can be determined. The approach was tested in some Starcraft
scenarios and proved itself to be able to master diverse settings. The agents even developed some human-level
coordination strategies, e.g. the hit and run strategy where the agents repeatedly lure the enemy, run away and
then attack him from a safe distance.

Summing up, all approaches hint that learning collaboration and communication is possible and an interest-
ing field to pursue further. Nevertheless, every presented approach only resembles a little step forward to
understanding communication in its full splendour.

4.3 Future Trends

Electricity distribution, control of traffic lights and coordination of robots [16] are some of the numerous promis-
ing applications of MAL. However, research in this area is still in an early stage and various problems need to
be solved until more complex tasks are feasible through MAS.

This chapter suggests some directions for further investigation in MAS, which will most probably enable these
applications. In the end, it will also describe how the development of general AI and thought can benefit from
progress in these fields.
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4.3.1 Large-Scale Problems for Multi-Agent Reinforcement Learning

Taking a look back at the past years and particularly at the development of MARL, one can observe a clear
tendency towards increasing complexity of addressed problems. Starting out from the early attempts, there was
a long period of stagnation regarding the complexity of problems. Most approaches dealt with rather simple
settings like grid world and simple games. This originated namely, from the curse of dimensionality present
in reinforcement learning, which becomes even more severe in MARL as the complexity grows rapidly with an
increasing number of agents. Additionally, challenges like the non-stationarity of the learning problem for every
single agent and the necessity of coordination further complicated the process. As mentioned earlier it was the
success of DRL that set the impulse for MARL to slowly overcome the aforementioned phase of stagnation,
enabling researchers to move in a decent pace from grid worlds to Atari-like games to slowly venturing on
complex domains like Starcraft.

The trend of transitioning from small, simple problems to more complex and larger scales is highly dependent on
the ability to handle large state-spaces and therefore, will highly profit from research that enables us to provide
better state abstractions as it already was the case with neural networks leading to DRL. Furthermore, RL for
the multi-agent case requires even more calculations than the single agent case which could limit its possibilities.
But, observing the evolution of the computational power over the past years as well as the high efforts that are
invested into providing more computational power, it is not unlikely that the numerous calculations necessary
for MARL could be handled appropriately in the future.

Considering that large companies like Google and Facebook try to push their research forward in this domain,
one can probably expect even more complex problem settings in the future, which could eventually open doors to
large scale problems or even real world applications. There could be various applications ranging from actually
solving complex meaningful simulation tasks to robots and devices working together to solve complicated tasks.
Thus, having a more concrete application than science-fiction media. However, there are a lot of problems to
be solved until we reach the point where MARL will have a significant impact on human life rather than merely
being a research topic.

4.3.2 Self-Developed Communication among Agents

Revisiting the current research focus which tackles communication between agents, we may notice that a re-
cent shift from predetermining communication strategies to initiating learning mechanisms enabling agents to
develop their own strategies. This gives researchers not only the opportunity to address the necessity for coor-
dination in a new way but also to observe how collaboration and communication emerges. Taking into account
the boom of machine learning over the past couple of years, it is only a matter of time for someone to start
applying those concepts to this domain in hope of overcoming the problems of MARL.

Since the topic of communication and especially, the emergence of communication/collaboration is not restricted
to being explored by computer scientists, there might be an opportunity for more interdisciplinary work and
approaches in the future, combining different viewpoints leading to a widespread investigation of this domain.
Furthermore, as the results hint that communication and collaboration strategies learned by agents themselves
have a high potential of being superior to predefined ones, one can expect more to come. Combined with the
noticeable tendency towards more complex and sophisticated approaches to learn communication, this field of
research could turn into a hot topic in the future, providing insights and tools applicable to various domains
of science. As for now, a lot of approaches have profited from research in neural networks and a large amount
of approaches have used them to learn communication. The involvement of neural networks seems to deliver
promising results, becoming prevalent in research nowadays. Novel techniques to apply or utilize them might
arise, which could also be applicable to learning communication. However, other machine learning methods
might also bring success to this field.

For until now, the work done only resembles a small step towards understanding this complex topic, it might
also take some time for this domain to eventually make an impact on our daily lives. Still, combining this with
the trend of MARL moving towards large-scale problems, some day, devices might be equipped with some kind
of AI to establish communication from scratch, without the need for human intervention. Heterogeneous devices
could then, perhaps, based on their self-established communication, collaborate using MARL methods to solve
complex tasks which would be currently unfeasible. This would bring a humongous number of possibilities of
technological usage.
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4.3.3 Language Development

Language and translation has always been a topic researchers have laid emphasis upon. An increasing number
of research groups dealing with emergence of communication are trying to let agents establish a language along
with the communication strategy. Profiting from the progress in machine learning, especially, deep learning,
neural networks and reinforcement, first steps in development of language were made. Moreover, it became
evident that agents are able to develop simple language. Many approaches involved some kind of MARL or self
learned communication between agents. Therefore, development of language can highly benefit from progress
made in the domain of communication and MARL.

The majority of approaches still involve a decent amount of human supervision. However, as researchers also
try to understand how the language is developed, the trend goes towards lowering the degree of supervision.
In the future, apart from developing simple word associations, agents should be able to have more complex
conversations. In an ideal world, the agents would also have an understanding for the language and words that
they are using. If humans would be able to still interpret the language developed by agents, this could lead to
new opportunities for machine-human interaction. This however turns out to be quite complex, as [26] points
out. Due to their different way of ‘thinking’, the developed languages of AI systems are not understandable for
human readers, although being more efficient, just as human languages are complex to understand for machine
learning systems. This is a huge problem since the decision process of modern AI systems like neural networks
is also not comprehensible to humans. Because of this, both an efficient inter-agent language understandable
for humans and an AI system being able to fully understand a human language with all its semantics would be
a huge success.

4.3.4 Benefits for General AI

First of all, it is quite obvious that for the development of a general AI system with something similar to human
thought, the problem space needs to be extended. The simplified environments used for MAL until now do not
suffice here, but once this step is done it can provide several advantages.

A truly intelligent system cannot simply be designed and programmed by a human. Learning needs to be
involved in the process and there is a lot to learn. Multiple agents can be of use here as they are able to learn
simultaneously and maybe even specialize in a certain field and share their experiences with each other. This is
also valuable when new systems need to be integrated. Through the MAS framework, a new agent can quickly
learn from the other agents and benefit from their knowledge. Additionally, by learning to communicate at the
same time, the information and knowledge can be exchanged efficiently. The ability to communicate is always
necessary for general AI because the system needs to be able to interact with its environment and other systems
to be considered as intelligent. This ability is also convenient for tasks that demand collaboration of several
systems because often, the collective coordination of several entities is necessary to find a solution to a problem
at hand.

Nevertheless, the comprehensibility of AI communication is still a problem. Understanding it or being able to
communicate with an AI system is necessary for humans to give instructions and evaluate its thoughts and
understanding. Intelligence is not provable without being able to understand a system’s decision process.

4.4 Conclusion

Since inception, traditional AI has been concerned with the means of designing an intelligent agent to tackle
real world problems. However, many real-life situations require intelligent systems not to work in isolation,
but rather to be part of a broader environment, where they typically have to interact with other intelligent
agents. In most dynamic domains where several agents coexist, the designer cannot foresee all situations that
a single agent would encounter and thus, the agents should be able to learn new behaviors through interact-
ing with their environment. This motivated the application of machine learning approaches on MAS so that
the system does not have to be designed a priori since every single agent is given the possibility to learn and
adapt to its environment. This combination with ML makes such systems suitable to a broader class of problems.

Multi-agent learning is a young but highly active and rapidly evolving field of research that have taken proactive
strides to witness a number of considerable developments in a considerably short period of time. While so much
progress has been achieved over the past decades, the field still suffers from several problems that impede its
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scalability and applicability to more complex and more realistic applications. Most problems directly result from
the non-stationarity of the agents’ environment and the high-dimensional state-action space. A large number
of current researchers have tried to find work-around solutions to overcome these issues, through applying deep
reinforcement learning and agent communication to MAL problems. The observed results are promising, along
with the many research efforts dedicated to this topic nowadays.

Since multi-agent systems have always benefited from efforts in various disciplines (such as self-organizing
biological systems and swarm intelligence, machine learning, communication and language, game theory), this
field should follow a broader and more interdisciplinary approach, in order to be able to implement efficient
multi-agent learning in complex applications.
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5.1 Abstract

The following article outlines the current development of two fields of research, namely DNA research and
embodied intelligence. Both topics are strongly influenced by nature and offer a great potential to enable the
implementation of artificial intelligent systems in the future. Therefore, this article presents not only important
milestones and the current state-of-the-art but also gives a valuable insight into the ongoing trends as well as
the future potential of the mentioned research.

5.2 Introduction

Humans have always tried to emulate nature by means of technology. For instance, the structure of a duck’s
skin has been synthetically reproduced to have waterproof coats. Also, observing bird flight helped us develop
aeronautical systems. In the past decades, trying to understand and imitate the functionality of the human
brain has become a vast field of research. Algorithms in the artificial neural networks are based on the brain’s
neurons. Learning how the brain works has rendered the possibility to implement the knowledge into artificially
intelligent systems.

Another part of the human body that is currently being researched is DNA. Initiatives such as the Human
Genome Project aim to sequence and map all of the genes1. The field of DNA Research is growing with the
investigation of DNA as a possible storage medium for data.

Furthermore, research in fields like robotics and autonomous systems propose to adapt a new understanding
of intelligence. The concept of embodied intelligence claims that the intelligence of a system is composed of
the brain, the body, and the environment. This has opened up completely new fields of research and possible
embodied-intelligence analysis. The main goal of this posture is to consolidate a legitimate image of the human
cognitive system. It is then important to integrate bottom-up strategies, which represent the connection of
the agent’s actions to the environment, and top-down strategies, which care for the abstract thought. Some
of the current projects dealing with embodied intelligence are being carried out in virtual worlds, where the
environmental input is controlled and softened so that the solutions of the AI system can be better analyzed.

5.3 DNA Research

This section presents the important milestones that have been achieved in DNA research over the past two
decades and provides an overview about current research topics.

1https://www.genome.gov/10001772/all-about-the--human-genome-project-hgp/ (accessed April 26, 2019)
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5.3.1 Past Milestones

In the past 20 years, several big explorations have been made in the area of DNA research. We have listed the
most notable ones as follows:

Human Genome Project The Human Genome Project (HGP) was one of the biggest scientific investigations
ever. For the first time, the human genome (the sum of human genes) was mapped1. Scientists were able to
sequence and map all of the genes and henceforth construct a first draft of the human genome. Having began
in 1990, this project was an international and collaborative research program. The results were published in
20031, which revealed that there are about 20,500 human genes that provide instructions for making proteins.
These only account for roughly 1% of the entire genome. The remaining parts were labeled ’junk DNA’.

ENCODE Project The ENCODE Project is a worldwide effort that involves more than 400 scientists and
30 research groups. Planned as a follow-up to the HGP, the ENCODE Project (Encyclopedia of DNA Elements)
was started in 2003. This is currently an on-going project that aims to build a comprehensive list of parts of the
functional elements in the human genome. This includes elements acting at lower levels such as the protein and
RNA levels. Furthermore, it investigates regulatory elements that control cells and circumstances in which a
gene is active2. Later, it was discovered that more than 80% of what was once considered ’junk DNA’2, actually
serves a purpose in the gene expression. Gene expression describes the regulation of activity of particular genes.
Researchers have been constantly working to gain further insights into the functioning of the human genome in
order to understand its effect on human health.

1000 Genomes Project Being conducted from 2008 to 2015, the goal of this project was to create a public
catalogue of human variation and genotype data. After the project ended, the International Genome Sample
Resource (IGSR) was founded with three primary tasks3:

• Ensure future access to and usability of the 1000 Genomes reference data

• Incorporate additional published genomic data on the 1000 Genomes samples

• Expand the data collection to include new populations not represented in the 1000 Genomes Project.

During the 1000 Genomes Project, several developments in sequencing technology took place. Therefore, the
cost of sequencing a single human genome was drastically reduced as shown in figure 5.1 on the following
page. The overall costs for the sequencing during the HGP is estimated to be between 500M and 1,000M US-$.
Nowadays, the cost is about 1.000 US-$.

5.3.2 Current Genomic-Research

Next stages of genomic research are directed towards deriving meaningful knowledge from the DNA sequence.
Several research projects based on the HGP are being pursued worldwide. New technologies to study genes and
DNA are being developed. Furthermore, the focus in DNA research has shifted further towards early detection,
diagnosis, and treatment of disease. Scientists are trying to find variations in the DNA sequence among different
people and determine their significance. Hence, allowing us to predict risks of specific diseases more accurately
as well as individual response to certain medical treatments4.

Also, genomes of other organisms are being sequenced in order to compare similarities. Among others, rats,
cows, and chimpanzees have been successfully sequenced4. However, the complex 3-dimensional structures of
proteins and their functions are still to be fully discovered.

5.3.3 CRISPR-Cas9

CRISPR-Cas9 is a revolutionary technology trying to introduce genome editing. CRISPR stands for clustered
regularly inter-spaced short palindromic repeats. It is a system that guides a protein called Cas 9 to cut DNA
strands [10]. The editing of the genome occurs in a three step process. First, the address is provided, where
the faulty or malign DNA sequence can be found. In the second step, Cas 9 uses that information to find the
desired sequence in the DNA. In the third and last step, the sequence is cut out from the DNA strand. From

2https://www.encodeproject.org (accessed April 26, 2019)
3http://www.internationalgenome.org/about/ (accessed April 26, 2019)
4https://ghr.nlm.nih.gov (accessed April 26, 2019)
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Figure 5.1: Cost per Genome - The cost of sequencing a human-sized genome; source: 5

.
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this point, there are two possibilities: either to let the DNA bind together with the missing sequence or to edit
and introduce a new base sequence into the created hole. This technology can be used to treat genetic disorders
caused by mutations in genes, among other applications.

5.3.4 DNA as a Digital Storage Device

Exponential increase of the global data collection with a prognosis of reaching the 3*1024 Bits in 2040 [14] is
revolutionizing research fields like digital storage. This section will expand upon the possibility of using DNA
to change the paradigm of data storage.

Silicon Silicon is the material used to manufacture microprocessors in computers. Nowadays, our data storage
is being covered by silicon chips. This material has disadvantages on multiple levels. First of all, extremely
harmful chemicals are used in the manufacturing process. Without a doubt, this is an important issue for our
environment. In addition, these chemicals and their by products also compromise human health. One third
of the workers in this industry are suffering from illnesses provoked by silicon pollution [14]. Every month, a
typical factory produces 20 million silicon chips. Each chip requires ten times the amount of water. This means,
that to produce 20 million silicon chips, 200 million gallons of water have to be used [14]. Furthermore, the
reserves of silicon are limited. On top of this, as technology advances quickly, this kind of data storage has a
limited lifespan. Also, after some time, it becomes unreliable.

Human DNA Every deployed human cell contains 23 pairs of chromosomes. These chromosomes are made
up of proteins, called histones, supporting their structure. The strings of DNA are coiled many times around
these proteins. The DNA is composed of 4 bases represented with the letters A, C, T and G and store data
for different kinds of proteins. Sequences of DNA can store more information than binary storing mechanisms.
For a character string of length X, the DNA with its four bases, A, T, C and G, has the possibility of 4X
representations for it. In contrast, a binary system can only contain that information in 2X [14]. Moreover, a
gram of DNA is formed by 1021 of these 4 bases and can therefore store 108 terabytes of binary data [14]. This
means, that with just one kilogram of DNA we could store the whole 3*1024 Bits, which are predicted for 2040.

Chances of DNA As a Digital Storage Device Taking into account the disadvantages of silicon and the
possibilities offered by human DNA, it has become of common interest to investigate whether DNA could be
suited as a data storage medium. First of all, DNA is environmentally friendly and does not create pollutants
in its production. This is very important for the reasons stated above. One very interesting point about DNA
is that it is the most stable form of data storage in nature. In addition to this, it has a very high longevity and
once the data is stored, it is very easy to reproduce. Via polymerase chain reactions techniques, the data can
be easily replicated [14]. Nowadays, regarding data privacy discussions, DNA offers a very interesting positive
aspect as it is possible to encrypt data. The data can be read as a code and is encrypted through the four bases.
Furthermore, since DNA is invisible to humans, it cannot be destroyed as easily as a silicon chip [14]. Last but
not least, DNA offers an aspect which is not trivial in today’s world; DNA will be readable in the future. Since
the reading and writing of the DNA occurs naturally in the human body, it can be stated that while humans
exist, there will be mechanisms to decode data from DNA strands.

Challenges of DNA As a Digital Storage Device The major challenges that DNA faces as a digital
storage device are the encoding of information and its information. This process is time consuming [14]. The
synthesizing DNA, meaning writing or encoding DNA, takes even more time than other technologies used for
data storage. In addition to this adversity, sequencing errors are also a problem for DNA replacing conventional
methods. DNA is very susceptible to extreme conditions and creating mutations. To correct this, the human
body created enzymatic proofreading mechanisms. These look for errors that may have occurred in the se-
quencing process and correct them. In the artificial sequencing of DNA, these mechanisms are unavailable [14],
which means that data can be wrongly encoded and therefore, lost or corrupted.

5.3.5 Conclusion

The renowned mathematician and genome scientist, Nick Goldman once said,“As DNA is the basis of life on
Earth, methods for working with it, storing it, and retrieving it will remain the subject of continual technological
innovation” [14]. DNA research has made significant progress over the last 20 years. Mankind has been able

5https://www.genome.gov/sequencingcostsdata/ (accessed April 26, 2019)
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to sequence the human genome. When it comes to understanding this sequence, scientists have made proactive
strides. Looking into the future, it can be expected that the human genome will be completely understood in
an acceptable time period. On the other hand, DNA as a storage medium is a very interesting opportunity
that has to overcome a lot of challenges in the near future, to be established. The main problems are in the en-
and decoding of data. Regarding the cost, it can be expected that the cost of writing on DNA and reading will
come down with the advancement of technology in the coming years.

5.4 Embodiment

Sometimes, just an abstract, off-line cognitive process with no relation to the exterior world does not suffice
to call an agent intelligent. It is important to remember that the environment is constantly changing and any
intelligent system that wants to perform any action to the world must have a prior input from it. If the input
is not updated at the same time as the environment changes, then the action cannot be performed and the
system results will be obsolete. For this reason, the intelligent agent must have a physical body that constantly
interacts with the environment.

5.4.1 General Definition

The renowned Swiss author and professor Rolf Pfeifer has been one of the leading exponents of the embodiment
intelligence hypothesis. He co-authored the book ’How the body shapes the way we think ’, where he pointed out
the importance of the connection between mind, body, and environment in order to have an actually intelligent
agent [15].

Pfeifer makes several statements in his book that are worth discussing in the current section. In several chapters,
he defines a necessary characteristic every intelligent agent must have: an ambivalence between compliance and
diversity. The first term is used to describe the importance of the interaction between the agent and its niche. If
the agent is capable enough to smartly exploit the resources given by its niche, then it is classified as intelligent.
Diversity is also necessary for the agent’s behaviour. If the agent acts monotonously, it will not last long, as
the real world is always changing and thus, adaptation is necessary.

It may also be that the intelligent agent acts by following simple reflexes. These are called low-level reflexes and
are present in common human behavior. In programming, the implementation of such behavior is called the ’Zen
of robot programming’. Derived from the compliance-diversity concept, it is expected that the interaction with
the world is complex and hard to encode in just a finite number of programming code. The robot Kismet proves
this point otherwise [15]. Kismet’s facial expressions change due to low-level reflexes, such as sound localization
of a certain external stimulus, smooth pursuit (which is the act of slowly following moving objects with the
eyes), and habituation. It may sound complex, but it is not. For this, it is important to remember about the
frame of reference problem. An agent’s act is intelligent, if the observer defines it. This could be despite the act
being a mere cause-consequence effect unforeseen by the agent. The book concludes this statement at the end
with ”perhaps we are much more driven by low-level reflexes rather than our high-level rational thoughts” [15].

5.4.2 Analysis of Embodied Cognition

About a decade ago, professor Margaret Wilson published an article exposing a novel insight into possible
different views of embodied cognition [17]. While it is true that these represent only simple perspectives of
human intelligence, which can be insufficient to completely explain the cognitive process, they are also powerful
analysis tools.

The first constellation states that cognition is situated in a certain time-space scenario, where task-relevant
inputs and outputs flow from the agent to the environment and vice-versa. This perspective explains how
humans work simultaneously on several tasks of different complexities. On the one hand, there are unconscious
decisions, such as breathing, blinking and digesting. On the other hand, there are conscious decisions such as
grasping a glass of water, solving an equation or even writing this article. This view, however, represents only a
fraction of the human cognition work as it does not include the ability to create mental images or certain social
skills, e.g. gossiping (it can be argued that this act may have had an important influence in the evolution of
human intelligence [7]).
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Figure 5.2: Changes in the visual receptive field of a monkey in different situations; source: [5]

The second view is built on top of the first one. The agent has to deal with time constraints in real-world
scenarios. When the agent is under time pressure, it is forced to develop cheap and efficient tricks that manage
to solve the problem. This is defined as the ’representational bottleneck’ [17]. Although this may be seen as
advantageous, it is important to remember that constant pressure on the agent results in a decay of efficiency.
Furthermore, it is erroneous to generalize all realistic problems as time-constrained.

The third perspective can be explained using a simple example. In the well-known video game, Tetris, the
player has to deal with falling blocks, which have to be configured to the correct position and orientation before
they touch the bottom of the playing field. Most players define the blocks’ properties while playing the video
game rather than thinking of a specific attribute each time, i.e., humans off-load some of the cognitive work
onto the environment in order to ease the cognitive process.

Embodied intelligence parts from the idea that truly intelligent agents have a constant connection to the envi-
ronment. The next view of embodied cognition affirms that in order to properly analyze the cognitive process,
it is necessary to include mind, body, and environment as a whole, creating a situational analysis. The body’s
actions, which are connected to the mind, result from the constant interaction with the external world. It can
be pointed out, however, that it is not necessary to understand the causes in order to understand the agent’s
actions. It is more important to understand the fundamental principles of organization and function of the
agent’s cognitive processes.

The fifth view considers and analyses cognition in terms of ’their function in serving adaptive activity’ [17].
Figure 5.2 shows an example of an experiment with a monkey. At the beginning of the experiment, the monkey’s
main visual focus was placed upon its hand. After it reaches the tool and uses it, the visual receptive field
expands until it covers the whole tool. However, if the monkey can only grasp the object without using it, then
the visual field remains in the hand.

Overall, this view of cognition can be seen as incomplete. As well as the first perspective, this represents only a
fraction of the usual cognitive process. Mental images are not always created in response to physical stimuli or
based on any specific physical attributes. For example, imagining a sunset can be a mental image with general
attributes and does involve any physical action.

The last set of embodied cognition describes the processes that occur mainly in the mind, that is, off-line.
Even in these situations, when the mind is not present in the situation, its activity is based on interactions
between body and environment. In such cases, the body serves the mind with input (verbal and visuospatial
information), which is later used to construct an internal simulation of external situations.

5.4.3 Recent Projects and Strategies

Following the embodied cognition theory, it is expected that the agent builds a simulation of the surroundings
based on its own motor actions and the associated sensory simulations. Prior to this, there is no model of the
environment that helps the agent to navigate or interact with the environment. This is called the Theory of
Sensorimotor Contingencies (SMC) [12].
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Figure 5.3: The goal of this robot is to learn to distinguish two different object classes by implementing different
SMCs and Markov chains; source: [5]

Activation of different SMCs lead to a possible classification. Figure 5.3 shows a Lego-based robot that learns
to distinguish two different object classes using SMCs and Markov chains. The Markov model helps to predict
a current state based on a given current movement and a context. The context sums the past states of the robot.

The SMC theory suggests a bottom-up strategy which embraces the essence of embodied cognition. The coun-
terpart is the well known top-down strategy. This approach suggests the iterative break-down of a complex
problem into sub-problems, which can be easier to understand. While the bottom-up solution relies completely
on the environment, the top-down redirects the cognitive work to the abstract thought. A more rich cognitive
architecture integrates both strategies. The Distributed Adaptive Control for Embodied Machine Learning
(DAC-EAI), as shown in figure 5.4 on the next page, proposes a novel integration of both strategies [13].

The direct interaction with the environment is placed on the bottom part of the figure 5.4 on the following page,
described by the effectors and sensors of the agent. The abstract thought lies on the top part. The architecture
also contains a heterogeneous and functional organization of several current AI strategies. For example, the
DRL algorithm can be described using most of the Adaptive layer of the diagram. The bottom-up strategies,
such as behaviour-based robotics, relies rather in the Somatic and Reactive layer.

Different strategies have been tested in recent years. Testing the early and novel embodied-based algorithms in
the real world may be overwhelming. For this reason, most of the scientists opt to test them using simulations
inside a 3D-virtual world. Inside this world, EC algorithms are tested using a virtual body. The open-source
project MALMO, for example, is built on top of the famous game Minecraft and offers an AI experimentation
platform [11]. Currently, there are bots capable of speaking to each other and with humans. Another ongoing
project is DeepMind Lab [3]. Following this idea of a 3D virtual environment, the project allows users to
test reinforcement and unsupervised learning algorithms. Current achievements include bots being capable of
walking and learning how to interpret language in a semantic manner [8]. OpenAI Gym is also an open source
toolkit for comparing and testing different RL algorithms [4].

The EC vision can be also seen as an interdisciplinary project, where not only robotic engineering plays an
important role but also psychology and neuroscience. In the recent ROSSI project that ended on 2011, several
scientists and engineers worked together in order to analyze the influence of the body (and thus, the personal
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Figure 5.4: This architecture combines the top-down and bottom-up strategies into one novel architecture;
source: [13]
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perspective of the agent of the world) on the sensorimotor competences and the communication capacities of
the agent [18]. The project analyzed the communication performance between both robots and robots, and
robots and humans. In order to understand the content of the message, it is crucial that both agents have the
same or at least similar knowledge on the context. In case that both agents’ perspective is similar, the length
of the message can be greatly reduced and the content, easily understood.

5.4.4 Conclusion

The definition of intelligence resides in the eye of the observer. The renowned Turing Test, taken sometimes
naively as the ultimate test for intelligent agents, does not define an algorithm or mathematically proven theo-
rem which delimits the borders of intelligence. The test is based on human intelligence and derives conclusions
only meaningful to the humans observer. Now, the human constantly interacts with the environment and thus,
it is expected that the intelligent agent does this too. Otherwise, the behavior would be seem odd and discarded
by the human observer as unintelligent.

The bottom-up strategy relies entirely on this behavior, building a model of the world based on the agent’s
actions and its effects on the environment. This is what babies do. However, it is not possible to entirely
remove the abstract thought from the cognitive analysis, as it constitutes a vast part of the human psyche. This
corresponds to the top-down strategy. For this reason, a more rich and natural solution is to combine both
strategies into one novel cognitive architecture. In order to test this solution and make simple but meaningful
statements about its performance, the model must be tested first in a virtual environment. This way, the
amount of interaction with the agent can be controlled and the AI process can be better understood.

5.5 Future Trends

We have observed that taking nature as a model to conceive former cognition is not always straightforward,
which is understandable because nature had billions of years for trial-and-error procedures, while science has
tried to do it in a couple of hundred years. A known example is the flying machine, which is modelled after the
bird’s anatomy. Between Da Vinci’s sketches and the first practical aircraft of the Wright brothers, there were
at least four hundred years of trial-and-error engineering.

In this section, based on the state-of-the-art, possible trends for future research will be presented and their
potential impacts will be analyzed.

5.5.1 DNA Research

We expect that DNA research will become more significant to human lives in the next 20 years. In this section,
we will focus on some trends that we believe will prove to be inevitable over the years as DNA research progresses.
According to current trends, Genome Sequencing will be greatly improved and lead to new opportunities in
several fields of our lives. Furthermore, we predict that DNA will overcome its challenges as a medium for data
storage and its importance will be further increased.

Genome Sequencing As mentioned in section 5.3, Genome Sequencing has come a long way. Due to devel-
opments in sequencing technology, the HGP1 costs have dropped considerably over the past decade. One trend
that can be predicted is further improvement and therefore, a continuing decrease in costs. In [16], researchers
have predicted costs for genome sequencing that have already been reached in less time. Although researchers
are not completely sure about the future development and its speed, we make the assumption that the price will
drop to a segment, where genome sequencing will be available to everyone. This will have immediate influences
on several areas of our lives. Medicine could be personalized and be precisely adjusted to one’s own genotype.
Humans will be judged by their sequenced genome and future disease prediction may be improved. Tailored
interventions could be made early on, such as adjustments in nutrition and life-style or environment. Creation
of large databases, cf. to the 1000 Genome Project3, could lead to easy comparability. Also, one could benefit
from another person’s data and medical history. On the contrary, this could also influence employment or
insurance options on a large scale. This may raise ethical and privacy issues, but will be disregarded in this
article.
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Genome Editing With the CRISPR-Cas9, as mentioned in section 5.3.3, a technology to edit the human
genome has been invented. One of the main visions of this technology is to cure diseases that have no cure till
date. Diseases like cancer or inherited disorders such as sickle-cell anaemia and muscular dystrophy, where the
root cause can be found in the person’s DNA. The idea is to extract the sequence provoking a certain disease
and to introduce the healthy DNA sequence instead. Trials on animals are already being carried out and soon
enough there will be first experiments on humans. This technology could shift the paradigm of incurable genetic
diseases. Furthermore, through projects such as the Encode Project (see section 5.3.1) that are trying to build
a comprehensive list of parts of the functional elements in the human genome, diseases can be prevented by
extracting the possible disease causing sequences even before the symptoms are exhibited. This technology
also leads to other future trends. CRISPR-Cas9 can not only be used to cure and prevent diseases but also
could contribute to the creation of super-babies. It is a possibility that when all the regions on the genome
responsible for intelligence are found, one could start to edit them in-vitro, before inserting the fertilized egg
into the mother. Hence, the intelligence of newborns could be increased beforehand. Apart from intelligence,
parents could start deciding their child’s eye-colour and the extent of their muscle development. Once we know
which parts of the genome are responsible for specific features, the use cases of CRISPR-Cas 9 will be endless.
For sure, this can bring along a positive impact to our society. However, it will raise many ethical discussions
as well.

DNA Data Storage In section 5.3.4, we introduced the multitude of possibilities of DNA research and
the challenges currently preventing DNA from becoming an acknowledged storage medium. Judging by the
development over the past two decades, one can arrive at the conclusion that in acceptable time, its challenges
will be overcome. If prices decrease and errors in decoding are improved, new possibilities will arise. Microsoft
is already planning a DNA-based computer, that will make use of DNA data storage6. The device is expected
to work as some kind of boutique application for storing only immensely important information.

5.5.2 Embodiment

Embodied cognition conceives intelligence as the result of a complex and dynamic interaction between agent and
environment. Like a human infant, an agent perceives the surrounding environment and at the same time, has
to learn how its interactions change and influence the world. Therefore, intelligent behavior cannot be assessed
without considering the given environment.

Bridge Between Top-Down and Bottom-Up Learning Strategies Part of the abstract thought (top-
down strategy) is based on the semantic meaning or conceptualization [1]. For language or even emotional
attachment (say, social interactions), semantics play a complex but necessary role in the human cognition.
Even in the most simple forms (e.g. how the ants communicate), a true intelligent agent has to perceive the
direct or indirect meaning of objects or situations and act accordingly. Building an intelligent agent from scratch,
letting it perceive the world in its own way supposes an underlying drawback compared to living beings. There
are no past generations of agents, whose knowledge had been encoded and passed to the present. For example,
it has proven that the human ”DNA contains huge constraints on the form of language that enable us to learn
the rest of grammar [after we have learned it from our parents as infants] very quickly.” [2] As such, certain
fundamental properties cannot be learned in just one lifetime via bottom-up strategies, but have to be processed
in other ways. For this reason, it is necessary to build a bridge between the EC and abstract thought and test
it. The DAC-EAI presented in the previous section, proposes a novel architecture that solves this problem.
Nonetheless, it still has to be tested in the near future.

Evolve from Virtual to Real World Some current projects were presented in the last section. All of
them evaluate several EC-hypothesis in 3D-virtual scenarios. However, in the future, it is expected to evolve
to function in the real world as well. After the first hypothesis has been successfully tested (for example,
communication between agents in Minecraft as part of Project Malmo), the next step is to test it using real
sensors and effectors. Naturally, this means more complex and possibly distorted input from the environment,
but it is necessary to prove the EC hypothesis in the real world. It is unknown if the EC algorithms will lead
to abstract thought in the end (as it may happen with humans) or they will just work in a more simple, weak
intelligence. Furthermore, it is important to test the embodied agents for possible interaction with each other
and humans to acquire a better understanding of semantics [1]. The tests in the real world do not have to be
constrained using humanoids. It is also possible to test EC hypothesis using various bodies, possessing different

6https://bigthink.com/philip-perry/microsoft-plans-to-have-a-dna-based-computer-by-2020 (accessed April 26, 2019)
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numbers and kinds of limbs. After all, the ’brain’ or rather the cognitive processor of the agent has to be flexible
enough to adapt itself in different situations. Using the bottom-up strategy, the adaptation should not suppose
a problem. Another possible trend is to test different approaches using a rich, complex, and natural scenario.
The DARPA Robotics Challenge was one of the most ambitious tests by these means. Filled with massive input
and unclear task goals, the agents were often overwhelmed and could not achieve all the tasks. However, a
human could have easily performed them. Therefore, it is important to overcome this difficulty and the agent
must have diverse actions that comply to its environment in order to succeed.

Robot-Robot and Robot-Human Communication Based on the premise of project ROSSI, it is impor-
tant that the agent is capable of analyzing the human and other robots’ state as well as their range of capabilities
in order to work together with them. Future research can also cover this scope of the EC hypothesis, where the
human verbally dictates the action to the robot, without providing him with an example. The communication
in a teamwork between robots may not be verbal or even explicit, although necessary. The robot has to act
based on previous self-experiences in order to succeed in a natural environment.

5.6 Conclusion

For centuries, humans have tried to imitate nature and have used it as a source of inspiration for new techno-
logical accomplishments. Today, one of the greatest challenges is to understand and create artificial intelligence.
To build such intelligent systems, once again, nature serves a great source of inspiration. Therefore, a compre-
hensive understanding of the emergence of intelligent behaviour and the functionality of our brain is crucial.
Oftentimes, abstract ideas and concepts of different sciences like humanities or psychology and also our personal
imagination as well as perception of intelligence have to be merged. Finally, these theories have to be matched
with findings and discoveries in biology regarding our body, living beings in general, and our environment. In
this article, we mentioned examples of DNA research and the concept EC to present the current state-of-the-art
in these fields of research. Also, we have given an overview of the ongoing trends and how these results might
help in the future.

Over the past 20 years DNA research has made significant progress. It is possible to sequence the human genome
and the cost for this process is declining. The meaning of some DNA sequences is understood and scientists
expect to further decode our genome in the future. Our DNA and the related working mechanism, storage
and retrieval of information are the basis of human life. Researchers are convinced that the adoption of these
processes can be the underlying structure of future of technological innovations towards artificial intelligence [9].

The concept of embodiment is actually based on the ‘mind-body problem’, concerning the relationship between
the human mind and body. Having been discussed since the time of Greek philosophers, this topic has be-
come relevant again, with evolving technology in the field of robotics. Conventional robotic systems strictly
rely on one central control system and often experience limitations regarding their ability to interact with a
complex and real-life environment. Today’s researchers opine that complex cognitive abilities only emerge when
forward-planning mechanisms become decoupled from the actual system prediction. Therefore, there are sev-
eral approaches in the field of robotics which try to split-up and distribute cognitive abilities and information
processing between a central control system and peripheral parts of a robot to enable intelligent interactions
with an environment [6].

This article has picked out two fields of research which demonstrate how nature might inspire researchers to
create and re-engineer real intelligence. As done in countless cases before, the approach of analyzing and under-
standing natural phenomena might once again trigger new technological innovations. Although the presented
state-of-the-art research is still in an early stage, previous scientific achievements substantiate the validity of
this approach.
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6.1 Abstract

Artificial General Intelligence (AGI) investigates the question of building intelligent machines similarly complex
to the human being. Current approaches mostly consider the narrow view of the research domain with narrow
artificial intelligence, but overlook the global prospective of strong artificial intelligence.

In this work, we present past developments in the domain of AGI, examine current challenges, investigate open
research questions, and outline future trends with a special focus on the next two decades.

6.2 Introduction

“Only a small community has concentrated on general intelligence. No one has tried to make a thinking machine.
The bottom line is that we really haven’t progressed too far towards a truly intelligent machine. We have
collections of dumb specialists in small domains; the true majesty of general intelligence still awaits our attack.
We have got to get back to the deepest questions of AI and general intelligence. . . ”

– Marvin Minsky (2000), as interviewed in Hal’s Legacy

All currently available artificial intelligence (AI) systems constitute a narrow AI landscape. This means that
they are designed, trained, and optimized to solve a single, very specific task. In such specialized domains,
algorithms outperform humans in their established skill-set. However, current AIs are not able to extend their
capabilities and generalize to new domains [13]. Rather, they appear to be unintelligent in areas that lie outside
their design template. Highly specialized expert systems are called weak or narrow AIs.

Nonetheless, there is an ongoing effort to develop a general or strong artificial intelligence. Such systems should
not just perform well on one domain; their functionality should at least be as general as humans. In the long
run, mankind wants to design a general AI to have a mind, consciousness, and the abilities to abstract and
learn. Although there is no known AI system available today that fulfills these requirements, on-going research
has revealed astonishing results in AI performance in the past years. We want to introduce interesting topics
in the following pages and explain how researchers all over the world try to overcome the stage of weak AI.

6.3 Past Milestones

Throughout the past two decades, there has been steady progress in the area of AI research. Very often, these
have been demonstrated by machines beating humans in direct competitions (figure 6.1 on the next page shows
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Figure 6.1: Past AI milestones; source: own image

an overview).

One of the first big successes from machines against humans was IBM’s chess computer - Deep Blue [6]. While
the former world champion of chess, Garry Kasparov, was able to beat the computer in a first match in 1996 by
a score of 4:2, the artificial intelligence system won the rematch in 1997 with 3.5:2.5. According to Kasparov,
some moves of Deep Blue showed deep intelligence and creativity [22]. This was perhaps the first time that
an AI was assigned such attributes. Nevertheless, we know that this success was very much related to the
combination of a large amount of data and computing resources.

Another big success was achieved by IBM’s Watson in the year 2011. Watson is a specially trained AI for
processing natural language and competed against two former quiz champions in Jeopardy - an American quiz
show in question and answer style. To their astonishment, Watson outperformed the human competitors by
77,147 USD over 24,000 USD and 21,600 USD as a contestant, live on TV and in real time1 [12]. IBM’s Watson
is technically based on an idea called DeepQA network. For building Watson, the researchers combined more
than 100 techniques for analyzing natural language, content filtering, hypotheses generation, and evidence scor-
ing. As emphasized in [12], not a particular technique is crucial, moreover, the combination of many techniques
yields the successful results.

Two years later, in 2013, the company DeepMind showed that it is possible to “learn successfully control policies
directly from high-dimensional sensory input” [30]. To achieve this, they used a variant of Q-learning, which
is a reinforcement learning (RL) algorithm, to train a deep learning (DL) model. Hereby, the convolutional
neural network (CNN) uses pixels as input, extracts the important features and outputs a value function that
estimates future rewards. From this value function, the action to take in the next time step can be concluded.
The capability of this approach, called deep reinforcement learning (DRL), got evaluated by learning strategies
for seven different Atari 2600 games. Without adapting the algorithm’s structure, DRL not only outperformed
existing approaches but also exceeded human performance in three of the games.

The results of this experiment laid the groundwork for one of the most respected successes in AI research since
Deep Blue. So, DeepMind introduced a system called AlphaGo in 2015 [38]. As the name suggests, this AI
was designed to play the famous Chinese board game, Go. This was assumed to be the most challenging classic
board game to master, since a standard 19× 19 board allows to have about 2.08 × 10170 states. In contrast to
this, the state space of chess has 1043 states and is, thus, much smaller (in comparison, the universe is said to
consist of ∼ 1080 atoms). Therefore, it was a remarkable success when AlphaGo was able to win a full match
against Fan Hui, the European Go Champion at the time.

Recently, the DeepCube algorithm managed to solve a 3x3 Rubik’s Cube completely on its own, by using a
technique called autodidactic iteration [27]. The algorithm works back from the fully solved cube to a similar
configuration using a self defined reward function and a search tree while learning which moves are generally
beneficial. It is claimed that the “algorithm is able to solve 100% of randomly scrambled cubes while achieving
a median solve length of 30 moves — less than or equal to solvers that employ human domain knowledge” [27].

Looking at these milestones, some interesting developments can be observed. While DeepBlue solved chess by
using a smart implementation of a search tree, this method is almost unusable for more advanced games and
problems. The number of states is very often too big to efficiently implement a search tree solution, even if the
growth of computational power by Moore’s Law is considered. Thus, IBM’s Watson used a quite complex and

1https://www.theguardian.com/technology/2011/feb/17/ibm-computer-watson-wins-jeopardy (accessed April 26, 2019)
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modular structure to solve Jeopardy. This certain architecture is called DeepQA and combines several machine
learning techniques to solve different tasks that occur throughout the game. Even if DeepQA already makes
use of some neural networks, the vast usage of deep neural networks came up later, driven for example, by the
success of DeepMind. Especially, the combination of reinforcement learning and deep learning is perhaps the
biggest enhancement of the AI community in the past years. Hereby, it should be mentioned that the structure
of these DRL approaches is quite flexible and therefore, the method is not restricted to solve Atari games or
a board game like Go. DRL can also be applied to continuous control tasks like cartpole swing-up and legged
locomotion [25]. Moreover, today’s methods can not only solve more advanced problems but also have a broader
application area than their predecessors.

Comparing past and state-of-the-art learning approaches, there is one major similarity worth being mentioned:
All these intelligent systems are based on an incredible amount of data. The dependence on comprehensive
databases has always been key to create an AI. Of course, the algorithms have gotten more efficient and pow-
erful over time, leading to the capability of being able to handle a greater amount of data. Without these large
amounts of data, neither DeepBlue nor AlphaGo would have been able to beat humans in some of the most
challenging games.

Overall, it can be stated that there have been a lot of interesting achievements in AI research during the past
years. Especially, the development of more advanced methods to model and train deep neural networks has
been an accelerator for AI research. Thus, besides these big successes, there has been a lot more significant
work in fields like vision performance and language processing [37]. Although these AIs are able to achieve
superhuman performance in a very specific field, there has been no system with a general intelligence up to this
point. So, all of the systems mentioned in this section are only qualified as weak AIs that can act intelligently
only in their small area of application.

6.4 Current Research

As mentioned before, there are no AI systems yet that are qualified as an artificial general intelligence (AGI).
Instead, many expert systems exist that act very well in one narrow, specific area of application; these systems
are not applicable for tasks outside their design purpose. Consequently, the development of an AGI remains
one of the main goals of current AI research. After a brief introduction of the differences between weak and
strong (or general) AI, there will be an overview of on-going research in this section.

6.4.1 Difference between Weak and Strong AI

Since a long time, philosophers and researchers have been trying to solve the big questions related to AI:
Can machines think? Do they have a mind and thoughts? According to the terminology in the literature [35],
machines that act as if they were intelligent are counted as weak AI, whereas machines that are actually thinking
and not just pretending are called strong AI.

6.4.2 Theoretical Approaches

In order to create a solid base for future developments, researchers and philosophers have thought about the-
oretical frameworks for artificial general intelligence. Frameworks grasp topics like requirements, properties or
the building of artificial beings. The following paragraphs introduce some of the theoretical key concepts that
should be employed to AGI systems.

Core Requirements for AGI

General intelligence, as described above, demands a number of irreducible features and capabilities. In order to
proactively accumulate knowledge from various complex and dynamic environments, it requires [15]:

• Senses to obtain features from ‘the world’ (virtual or real)

• Coherent means for storing knowledge

• Adaptive output/actuation mechanisms (both static and dynamic)
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These are core requirements to interact with an environment in a proper way. What purpose does an artificial
agent have, if it is just intelligent but has no abilities to interact with its environment? Senses are necessary to
perceive the current state of the environment, whereas actuation mechanisms allow agents to actively change
the state of the environment.

Properties of AGI

Beside the core requirements for a general agent, there are many other properties that an agent must fulfill to
be accounted as a thinking and general machine [15]:

• the ability to solve general problems in a non-domain-restricted way, in the same sense as that of a human

• the ability to solve problems in a particular domain and context with a particular efficiency

• the ability to use its generalized and specialized intelligence capabilities in a unified way

• the ability to learn from its environment, other intelligent systems, and teachers

• the ability to become better at solving new types of problems with experience

How to Build and Educate AGI

Another open question: How to master the education of a general intelligence? Currently, conventional al-
gorithms learn the appreciated task from scratch. In contrast, algorithms for AGI have to master complex
tasks and must generalize well beyond a specialized domain. To accomplish this generalization, new learning
techniques can be applied to the agent. One instance for learning complex tasks is curriculum learning [3].
The learner begins with coping a relatively simple task, which gradually evolves in complexity over time. Even
though, the complexity of the agent’s tasks becomes very high, the agent can exploit its knowledge from previ-
ous, simpler learning tasks. The agent’s problem-solving abilities gradually increase along with the complexity
of new tasks. Hence, an agent that is capable of mastering complex tasks must feature several of the following
key points [34]:

• Exhibit a very large repertoire of ideally general skills

• Skills as building blocks towards general AI

• Intrinsic (apriori knowledge) and learned skills

• General agent architecture and an optimal learning curriculum

A conceptual approach for building a general agent is shown in figure 6.2 on the following page: an optimization
process for creating general artificial intelligence. A framework defines principles, ideas, and methodologies that
are combined in different ways to form skills. Skills can be ordered hierarchically or in a chain to output a road
map. In particular, the road map describes the set of skills that are either learned by experience or in prior
coded into the agent (intrinsic skills). Many road maps are evaluated in the entire environment (AI landscape)
to retrieve feedback of its performance. This feedback is then used to build a better set of skills for the next
learning curriculum.

6.5 Current Challenges

Past milestones in the field of AI belong to the definition of weak artificial intelligence. Generating more
sophisticated and general AIs requires new approaches. To overcome the stage of weak intelligence, we have to
face new challenges, namely:

• Agents: According to strong AI, agents are not only able to perform well on a certain domain but
also transfer their current knowledge to new domains and generalize well. Here, limited resources reveal
the major difficulty in knowledge representation and decision-making taken by a single agent; either
the amount of memory is restricted or the available computational power is limited. An agent has to
be carefully designed in order to accomplish the trade-off between restricted resources and fast decision
making in real-time. In addition, agents are not programmed with a prior goal. The agents’ goals are
adaptive and change over time to cater to the current needs of the agent.
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Figure 6.2: Conceptual approach for creating AGI; source: [34]

• Environments: In order to develop intelligence that is far superior compared to yet known intelligence,
very complex environments have to be created. Several key properties are deduced from the requirement
that these environments must be beyond the capabilities of current AI. The first properties of such complex
environments are dynamic and open: agents interact with the environment and affect the state of the
environment as well as the performance of other acting agents.

• Tasks: The environment does not only provide tasks for which the agent was trained. The environment
challenges the agent also with tasks that are completely new to it. Mastering these novel tasks forces the
agent to transfer its knowledge. In addition, the tasks must be diverse and complex. This implies that
agents must consider their decision-making very well and make use of their general knowledge.

6.5.1 Critical View on Deep Learning

While Deep Learning is the reason for most recent milestones in AI technology (see figure 6.1 on page 82), a
magnitude of problems arises if one tries to build a general AI with it. First, Deep Learning is very data hungry.
Since it is essentially a statistical analysis of a preferably huge amount of data, Deep Learning depends heavily
on the availability of the said data. This results in a problem if no valid training data can be provided, which
is especially prominent in the case of abstract concepts like ‘democracy’ [26].

These abstract concepts provide another challenge for Deep Learning Nets, since the nets right now can’t really
grasp concepts of for example objects like a cup. If an image recognition algorithm was trained solely with
cups shown from a specific side, it would probably not recognize a cup if it was turned upside down. The net
only recognizes similarities in the image, but doesn’t really understand the concept of the object “cup” and
can therefore not extrapolate the seen information into the three-dimensional space2. Another problem lies in
the recognition of hierarchy. For example, the hierarchy of language. When we as humans read a compound
sentence, it is intuitively clear to us which parts of the sentence contain the main information and which parts
add extra information. In case of a neural net, this intuition is not present. On the contrary, since the sentence
is basically just a flat hierarchy of words, extracting the hierarchy, while manageable with enough effort, is still
a complicated task for the machine [26].

Furthermore, it is especially complicated to program predefined knowledge into a neural net. Currently, most
neural nets are purposely trained without predefined knowledge, since the machines should learn by themselves.
However, even if this bias was set aside, the task of programming that specific knowledge into the machine is not
that simple. Since we do not fully understand the inner workings of nets at this point, there still has not been

2https://www.nytimes.com/2017/11/28/technology/artificial-intelligence-research-toronto.html (accessed April 26,
2019)
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Figure 6.3: Addition with digit 1 Figure 6.4: Addition with digit 2

Figure 6.5: Overview Catastrophic Forgetting; source: [23]

a clear working method of alternating net weights to achieve predefined knowledge [26]. Additionally, without
preset experience or intuition, Deep Learning algorithms struggle to differentiate between correlation and causal-
ity. There are tons of examples of data that seem correlated, but to assume a causality there would be ridiculous.

Lastly, probably the most challenging aspect of Deep Neural Nets is their virtual appearance: a black box that
we struggle to look inside. This makes it hard to justify an algorithm’s decisions since we can not say for sure
what its thought process was. This lack of explainability is especially dangerous while applying Deep Learning in
sensitive fields like the Military or Investment3. In addition, since summer 2018, operating Article 22 of the EU
GDPR states – “the data subject shall have the right not to be subject to a decision based solely on automated
processing, including profiling, which produces legal effects concerning him or her or similarly significantly affects
him or her” [17]. This will additionally increase the significance for comprehensible algorithms in the future.
The lack of transparency also makes Deep Neural Nets hard to work with because it aggravates debugging and
designing, apart from making the guarantee of function complicated, which is already a problem in autonomous
driving.

6.5.2 Catastrophic Forgetting

The ability to learn sequentially is one key element for strong AI. Learning sequentially means to acquire one
skill after another without losing the previously learned skill. Although this may be quite natural for humans,
it is a big challenge for neural networks in AI. In 1989, McCloskey and Cohen first stated the term catastrophic
inference or catastrophic forgetting [28].

Problem Description

At first, they trained a neural network the addition of the digit 1 with all other digits which are 17 combinations
in total, see figure 6.3. To approximate these 17 additions is an easy task for a neural network, so the training
for the first sequence was no problem. Subsequently, they used the same neural network and trained only the
addition with the digit 2 in the same manner until the results were satisfying (see figure 6.4).

Thirdly, after training 2 was finished, they tested the ability of addition with the digit 1 again and found that
this skill was completely lost. This is the effect of catastrophic forgetting. Figure 6.5 visualizes the effect of
catastrophic forgetting in the parameter space.

θA are the learned parameters for task A in the example above – the addition with the digit 1. The grey area
represents good parameters for task A and the beige area represents good parameters for task B. The blue arrow
shows the development of the training for task B without restrictions. One would end up in an area where the

3https://www.technologyreview.com/s/604087/the-dark-secret-at-the-heart-of-ai/ (accessed April 26, 2019)
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skill for task A is completely forgotten. Taking the mean of θA and θB would lead to parameters where neither
task A nor task B are solvable, which is depicted by the green arrow. Only the parameters in the intersection
between the grey and the beige area cope with both tasks. Therefore, during training of task B, one has to
change the parameters in the direction of the red arrow. A conventional training set up for a neural network is
not able to do this and has the following drawbacks with respect to sequential learning:

• In order to solve different tasks, the training data has to be s uncorrelated as possible. Therefore, the
training data has to be complete right from the start of the training. Also, leading to a high storage
requirement

• The expandability of new skills later is not possible without forgetting others

• Non-sequential learning does not resemble the way humans learn

However, there are several approaches to reduce the effect of catastrophic forgetting, which are presented in the
next section.

Overcoming Catastrophic Forgetting

Elastic Weight Consolidation (EWC) is a way to acquire new skills for a fully connected neural network without
forgetting previously learned ones [23]. The idea is to first identify the importance of weights associated with
the previously learned tasks with a probabilistic approach. Then, according to their importance, the learning
rate for each weight is calculated. This can be imagined as a spring, anchoring in the previous solution. The
restoring force of the spring is high in the directions of important weights for the previously learned tasks and
low in the directions of unimportant weights. Now, under these constraints, the new skill is learned and the
algorithm tries to find an intersection for all tasks (see figure 6.5 on the previous page).

EWC was tested in an RL environment by sequentially learning 10 different Atari games and compared with
gradient descent. While the neural network with gradient descent was only able to play one game, the EWC
algorithm prevented catastrophic forgetting and could play all 10 games. However, 10 separate deep-learning-
agents, which are only trained for their specific games, outperform the EWC-trained agent. Moreover, EWC-
based learning also enabled to learn hand-written digits, sequentially [23].

Compared to EWC which was a rather mathematical approach to avoid catastrophic forgetting, a lot of research
is going on in biologically inspired learning. For example, in [9] researchers introduced costs for connections
between neurons. This idea was transferred from the human role model to the neural network as maintaining
and building those connections cost resources from the human body. Compared to EWC, this approach directly
influences the structure of neural networks. This approach was tested in an artificial biological environment.
The setup was as follows: There are animals which try to survive as long as possible. A year has two seasons:
winter and summer. During each season, the animals see different kinds of food: some are poisonous and some
healthy. In order to test the effect of catastrophic forgetting, they checked if the animals are able to remember
healthy food from last year or if they eat food randomly. With use of the costs on the connections, the neuronal
network developed concentrated modules implicitly. Each module was responsible for a specific task. In the
example above, one module found healthy food during winter while the other module could find healthy food
during summer. Instead of changing weights in the hidden layer, this approach directly changes connections
between neurons and creates new modules to learn a new skill. However, this approach struggles to acquire
skills which have the same input neurons.

Till date, we wait for the big breakthrough to avoid catastrophic forgetting. Current approaches may work fine
in their specific domains, but are far from being applicable to real world scenarios.

6.6 State-of-the-Art

Artificial Intelligence has come a long way in recent years. Projects like AlphaGo have shown that with state
of the art Deep Learning Neural Nets, problems that were believed to be unsolvable by a machine, until very
recently , can now be overcome. Also, the use cases for AI have grown enormously in the last decade, from
video processing to first prototypes of autonomous vehicles. However, as already stated, all these milestones
have been achieved with weak AIs. Despite recent progress, great challenges like catastrophic forgetting and the
lack of transparency in Deep Neural Nets, still keep researchers from creating strong AI. Experts in the field,
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Figure 6.6: Analogy between capsules (left) and neurons (right); source: https://goo.gl/SVKjwZ

like Geoffrey Hinton, have started looking for new and improved approaches to AI2. For now, the thought of a
real, human-like or, as some fear, super-human artificial intelligence, remains part of science fiction.

6.7 Future Trends

We expect that general AI will, for the most part, only play a role in theoretical concerns during the next two
decades. Philosophers and researchers will rack their brains about theoretical methodologies, ethical and legal
questions rather than about concrete concepts and approaches for creating a thinking strong AI. However, the
real technological progress will take place in specialized domains of AI. Over the next years, AI is going to
continue improving steadily. In this chapter, we will examine future trends in AI research and development
with a special focus on the next two decades; wanting to reveal insights into the encountering domains.

6.7.1 Improvement of Deep Learning

The most newsworthy research trend in recent years is the continuous improvement of deep learning, which we
suspect will carry on over the foreseeable future, either through inventing new methods like capsule networks [36]
or improving contemporary methods with new techniques.

Improvement of Deep Learning Techniques

Contemporary deep neural networks such as CNNs and RCNNs have shown tremendous success in domains like
image recognition, natural language processing, and reinforcement learning. By employing advanced techniques,
deep learning networks are able to perform even better on their specialized domain. Such techniques include
dropout [39], residual blocks [18] or long short-term memory [20]. In fact, contemporary deep neural networks
can be pushed even further beyond their limits in the future. We expect that new techniques will be applied to
reach the full potential of current deep learning methods.

Capsule Networks: A new Method for Deep Learning

As already mentioned in section 6.5.1, deep learning has several drawbacks. One drawback is that deep learning
is rather a brute force method which does not incorporate spatial relations between objects. For instance, in
facial recognition, the pure existence of a nose, ears, eyes, and mouth is a high indicator for deep learning
to detect a face regardless of its components’ spatial order. Another drawback is that training data has to
comprise all possible incidences to work reliably. Thus, the information of the training data is not used effi-
ciently. So, deep learning’s approach is rather focused on mass of data instead of proper information exploitation.

A new method introduced by Hinton et al. [36] is capsule networks, which deal with the problems mentioned
above. Capsules represent modules that detect present features or objects in the input by expressing the prob-
ability of that object by an activity vector. They consider spatial relations between different objects to classify.
By connecting capsules in a hierarchical manner, spatial relations between objects are maintained throughout
the whole network. In contrast, these precise positions are lost in conventional CNNs because of the max pool-
ing operation [36]. In capsule networks, the presence of a nose, ear, eyes, and mouth along with their spatial
relation is considered to detect a face. In addition, information about the spatial relations of objects (rotation,
relative distance) are used for reasoning. Capsule networks can be regarded as a new method that extends the
idea of conventional CNNs with vectorized neurons.
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Figure 6.6 on the preceding page shows the analogy between capsules on the left and neurons on the right. The
input vectors ui are outputs of capsules from the previous layer. Let us assume that u1 depicts the detection
of the mouth. Each input ui is multiplied with the corresponding weight matrix Wij which can be interpreted
as the relation between mouth and face. Thus, û1 represents the position of the face given the position of the
mouth. Then each vector ûi is weighted with a scalar ci which describes the importance of ûi to detect a face.
All these vectors are then summed up and put into a squashing function which leads to the output vector vj
of the capsule. Due to the squashing function, the length of vj ranges from 0 to 1 and correlates with the
probability of a detected face. The elements of vj encode the internal states of the detected face such as pose,
lighting, and deformation.

The special thing about this approach is – instead of aiming at invariance to rotations and positions by using
max pooling – capsule networks focus on equivariance. Equivariance means that the internal states of vj or the
activity of the capsules adapts, if the face moves or rotates in the image but the length (probability) of vj stays
the same. This allows capsule networks to even extrapolate relations between objects to new viewpoints. The
weights in this architecture are updated with a combination of the back-propagation algorithm and a dynamic
routing algorithm between capsules, explained in [36] or [19]. The dynamic routing algorithm plays a central
role because it implicitly determines the weights ci. Therefore, with its use, each capsule can ’agree’ with the
output of the low level capsules. Hence, this algorithm is called dynamic routing by agreement.

Until now, the performance of capsule networks was mainly tested on classifying handwritten digits (MNIST
dataset). The capsule network reached state-of-the-art results and performed especially well in recognizing over-
lapping digits [36]. Due to the number of weights and the high dimensionality, the training of capsule networks
is time consuming and computationally intense. But, compared to traditional approaches, it is implicitly robust
to affine transformations of objects due to its architecture. This makes capsule networks much smarter than the
brute force method of CNNs and is definitely a big step towards general AI. Also, training data is used more
efficiently, which is more human like. Another advantage is that it is built in a modular way which simplifies
the understanding of the inner structure.

We believe that this approach has high potential in the future, when the computational resources are available.
Especially, the field of object recognition might be revolutionized and since object recognition is the very
foundation for many applications, capsule networks are worth investigating in detail.

6.7.2 Combining Specialized Agents into More General Ones

State-of-the-art algorithms have a limited capability. Thus, they only perform well in a very special domain. So,
it seems natural that a connection of specialized agents is going to be an important trend during the upcoming
years. Since this approach is already discussed in the chapters – Module and Collaboration, the interested
reader is invited to look there for further details.

6.7.3 Research Environments

To enable general intelligence in the long run, AI systems must be created that perform beyond the capabilities
of contemporary AI systems. Therefore, very complex environments must be created that allow training and
teaching of AI systems. At the moment, 45 research and development projects tackle the research question –
General AI. Across 30 countries in 6 continents, these projects are commonly based in major corporations and
academic institutions, which are heavily funded [2]. The three most known and biggest projects are: OpenAI,
DeepMind, and the Human Brain Project.

OpenAI

OpenAI is a non-profit organization focusing on research in artificial intelligence. The overall goal of the orga-
nization is to develop intelligent systems on an open-source basis for the benefit of mankind.

One field of their research focuses on building environments with feedback to generalize learning (see section 6.5).
The aim is to reduce the apriori given information by humans. Therefore, the algorithms tend to be trained in a
model-free manner. An example environment presented by OpenAI is a simulation of a robotic arm, which can
interact and manipulate its environment. Goals currently are to move the end effector to the desired position;
to hit a puck such that it slides to a desired goal; to pick up an object and place it somewhere. A classical
approach would be to teach every goal manually by an engineer. Instead, the robot is on its own to explore its
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environment introduced by Lillicrap [25] and is rewarded for his actions.

For fast and generalized learning, the right type of feedback is important. Consider a robot which is only
rewarded for achieving the end goal. We know that humans learn from failure, sometimes, even more than from
success. If a human is supposed to hit a target with a puck, he also learns from unsuccessful trials. Information
like ”how is the friction of the surface?”, ”do I have to push harder?” or ”is there a spin?” are acknowledged.
At the time, the research focuses on adapting this kind of feedback for robotic simulations. In a paper by
Andrychowicz [1], an algorithm called Hindsight Experience Replay (HER) is introduced, where a robot is
rewarded for virtual goals. If the robot pushes the puck in the wrong direction the trajectory is re-examined
with a different goal. With HER it can be shown that with the presented algorithm the learning speed of the
robot can be improved. The recent trend in research tends towards improving and further generalizing the
feedback.

DeepMind

DeepMind is a technological research company founded in 2010. After proposing stunning results, DeepMind
was acquired by Google in 20144. The company’s focus lies on developing algorithms for solving and building
Artificial General Intelligence. They develop solutions to fundamental problems in machine learning, healthcare,
and ethics. With big successes like AlphaGo, DeepMind has shown its capability to be a major player in AI
research in the coming years. Their newest accomplishment – teaching multiple agents to play the multiplayer
game ’Quake 3’ together and in an advanced team-play fashion, eventually beating human players [21] – fuels
the hope for multiple cooperating AI systems in the future.

AI can be of extraordinary benefit to the world, but only if held to the highest ethical standards. With careful
application, these technologies may help humanity solve some of its toughest challenges, like climate change
and the universal provision of healthcare, paving the way for a better future. With its recent successes and
Alphabet’s funding to back up its research, we expect great advancements in AI development coming out of
DeepMind.

Human Brain Project

The Human Brain Project (HBP) is a scientific research project with a focus to further understand and research
the human brain activity5. The project is scheduled for 10 years (2013-2023) and has a budget of 1.19 Billion
Euros. One research aspect is the simulation of the human brain. This task turns out to be quite complex since
the human brain has about 86 billion brain cells, and today’s computational power is not sufficient enough for
this task. To reduce the complexity, the brain is modeled on a more abstract level.

An interesting approach on the path towards general AI is to use these simulation models and to embed them
into an artificial environment. This is described in a paper by Falotico et. al. [10]. Due to the complexity of
the brain model, the environment cannot deal with real-time constraints so far. The environment provides a
realistic experience with physical elements like gravity and friction. Since this approach is fairly new, the future
will show if this is a promising way.

6.7.4 Domains of Utilization

There are several domains where humans will recognize the impact of smart algorithms. However, it can be
expected that, especially in these particular domains, the progress will be most dramatic:

• medical sector

• politics

• financial market

Of course, there might be many other areas in which AI is going to have a big impact, e.g. logistics and
transportation. To keep this chapter concise, we only focus on the above mentioned ones. Following, we will
elaborate on the potential innovations in the mentioned areas.

4https://deepmind.com/about/ (accessed April 26, 2019)
5https://www.humanbrainproject.eu/en/science/overview/ (accessed April 26, 2019)



6.7. FUTURE TRENDS 91

Medical Sector

We expect mankind’s biggest profit from artificial intelligence to be in the medical sector. By applying AI based
systems, the doctors’ decision making will be supported in order to make more accurate prognosis. Firstly, im-
age based methods such as CNNs are used to segment a medical image into different classes. Each class is an
indicator for the existence of a particular disease. Further approaches include the V-net for analysis of magnetic
resonance imaging volumes [29] or the U-Net for bio-medical image segmentation [33]. Concrete examples for
these applied techniques will be found in disease prognostics such as cancer detection [4][24].

Besides image based systems, artificial intelligence-based medical diagnosis support systems as described in [11]
enhance the doctors’ inference. Support systems such as IBM’s Watson are adapted to serve as a clinical decision
process [7]. By relying on such AI based medical systems, we expect a tremendous increase in the prediction
accuracy of diseases.

Politics

Another sector, in which AI can have dramatic impact, might be politics. During the last years, the Brexit
poll [5] as well es the election of Donald Trump in the USA [16] were highly influenced by intelligently using big
data. Here, people were directly influenced by intelligent algorithms that where able to predict their behavior
and, thus, how they would react to certain personalized (fake) news. These were often spread by AI-controlled
social bots [8]. However, when written fake news already seems to be somehow normal, another way to influence
people might happen via videos. While an authentic fake-video is still hard to create, AI systems could make
this much easier in the future. Some research based on deep learning has already been done in this area [40].
Since there are already promising results and influencing people can be of high interest, it seems very clear that
such systems will be further developed throughout the next decades.

Overall, influencing the public opinion might become a driving force in some parts of AI research. Although,
there is also the possibility that society can use these systems in a more supportive way. If there is the possibility
to create fake content via AI, it is very likely that there might be AIs that can detect such fake news. Moreover, it
is imaginable that intelligent systems can support politicians in their decision making process, e.g. by analyzing
complex data. Hence, politics may be an appealing sector for development and usage of AI.

Financial Market

The introduction of Bitcoin and the blockchain technology in 2008 can now be seen as one of the big steps
towards the digitalization of currencies and the whole financial market [31]. Since that time, the interest in new
technologies has grown even more. As explained in [41], blockchain in combination with AI has the potential
to change the way financial compliance and regulation work. Thereby, companies would have to store and
process all of their data in a centralized database that is secure from any manipulation. Then, authorities
could offer all of their handbooks as an intelligent digital system such as an AI. This AI could not only give
advice to match the regulations but also automatically check whether all requirements are fulfilled. As a conse-
quence, a lot of workforce could be saved in addition to the whole process becoming more secure and transparent.

Moreover, the financial market is subject to change throughout the next decade. Especially, the prediction of
the financial market is a promising area for AI research, since the analysis there is quite hard and relies very
much on the recognition of already described patterns - a field of application in which intelligent algorithms
perform traditionally well. Thus, there are efforts to use techniques like deep learning to do long term prediction
on, e.g. the S&P 500 [14] from historical financial time series data. However, there are also indicators to predict
stock prices that are not as obvious as pure financial data. As it can be seen in [32], the analysis of postings on
social media platforms can help to predict changes in the financial market.

While these methods seem attractive because humans cannot process as much data as AI systems, there is one
major disadvantage to this day: At the moment, all of these prediction methods only work reliably on historical
data, i.e. on events that lie in the past. Hereby, especially deep learning methods seem to work very robustly.
But in the future, banks, investment companies or even private investors might want to effectively use such
systems in their daily business. Thus, AIs in this area can be assumed to get further developed during the
upcoming years, since more reliable predictions mean more return on investment for the AI users.
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6.8 Final Summary

Like today’s progress in artificial intelligence, the future and cutting edge research also focuses on incremental
improvements of rather weak AI. Research is still driven by specific problem statements and solutions are pro-
vided for very specialized engineering or academic problems. Nevertheless, there is a trend towards generalizing
knowledge and finding new ways to make machine learning more efficient and explainable. Weak AI tends to
get a bit stronger and able to extrapolate at least a little bit beyond their given training set. Due to optimized
feedback during training, the learning process will be accelerated. While neural networks are still the major
focus of current research, new and improved approaches like Capsule Networks are also being explored and will
hopefully be able to sort out some of the current deep learning problems.

The next decade of algorithms will be used to solve real world problems. They are still very likely to be designed
with the help of human background knowledge to tackle a specific problem. We will see even more astonishing
AI accomplishments, but these AIs will probably all still be considered weak AIs. A new radical approach – to
overcome these limitations and generate real, strong and thinking AI – is yet to come.
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