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Introduction



Graph NN
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Motivation

CHALLANGES

● Importance of features

● Expressiveness of Neural 
Network Layers

TO OVERCOME

• Unique mapping of 
features

• Feature selection

• Hop-Normalization
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Homophily vs Heterophily
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Current State of the Art and related work
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Neighbor Sampling Approaches
● GraphSAGE [3]
● FastGCN [4]

Attention mechanism
● GAT [5]

Deep GNN
● DropEdge [9]
● GCNII [10]

Improve Feature Propagation
● APPNP [6]
● JK [7]
● Geom-GCN [8]



Methodology
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FSGNN
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Experimental Setup
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Datasets



Experimental Results



Experimental Setup
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Discussion
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Ablation Studies
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Model Scalability



Personal Review and Take-Home Message



Personal Review

Strengths

• Interesting novel concept of 
using homophily and 
heterophily datasets

• Outperforming the current 
state of the art GNN models 
on the node classification task

• Scalability

• Code is available on Github

Weaknesses

• Repeats itself
• Sometimes difficult to 

understand
• Insufficient description of the 

figures
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Take-Home Message

• New architecture for node classification
– Old methods in homophily datasets, proposed 

architecture in heterophily datasets performs well.

• Hyperparameter tuning is an important step

Slide 19May 3, 2022



Thank you for your attention!
Questions?
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