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https://newsnetwork.mayoclinic.org/discussion/mayo-google-research-develop-new-ai-algorithm-to-improve-brain-stimulation-devices-to-treat-disease/

https://newsnetwork.mayoclinic.org/discussion/mayo-google-research-develop-new-ai-algorithm-to-improve-brain-stimulation-devices-to-treat-disease/
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ChatGPT
- Brainstorming: outlines, arguments 
- Research assistance: additional supervisor (with a lot of time and patience :) ) 
- Writing support 

- Mention use of ChatGPT. Key ChatGPT prompts are to be listed at the end of the blog post. 
- chatpdf.com 
- Grading based on the quality (independent of using ChatGPT)

Warnings: 

- Beware of hallucinations

- 10min discussion: ChatGPT cannot help you there. You need to understand the topic.



Platforms
Wiki 

• https://wiki.tum.de/display/mlneuro
• General information about the seminar
• Links to papers 
• Additional material (e.g., exemplary blogs)

Moodle

• Platform for communication
• Questions & Discussion

https://wiki.tum.de/display/mlneuro


Timeline

Kickoff Work 
phase

Block 
seminar

23 October 2023 11/12 January 2024 



Timeline

Kickoff Work 
phase

Block 
seminar

• General introduction
• Distribution of topics



Kickoff Work 
phase

Block 
seminar

Timeline

• Individual work on the assigned topic / paper
• Meeting with supervisor

• Optional but recommended
• Discussion of current state, e.g., preliminary 

headlines, subsections, core messages



Kickoff Work 
phase

Block 
seminar

Timeline

• Mandatory event
• Time: January 11, 13-17 & January 12, 9-14
• Location: Holbeinstrasse 11, third floor
• Presentations (live, in-person)
• Hand-in of blog post (two weeks after the seminar)



Expectations
● Being able to read a paper in a structured way

● Explanation of complex ideas in an understandable blog post

● Usage of modern AI tools (ChatGPT) in a deliberate way

● Presentation of research findings to a technical audience

What to deliver?
● Paper presentation

     70% of final grade

● Blog post (~4 pages DIN A4) about the selected paper, see these guidelines 

     30% of final grade

https://docs.google.com/document/d/1KJ56ok4iOqXXYcVkeLDRB_lq53XAig-UuGn0opv-LvU/edit


Paper presentation
• 20 min. presentation, 10 min. discussion (will influence grade)

• Rule of thumb: 1–2 minutes per slide → 10–20 slides

• In-person

• Talks are held in English

• Technical audience: use appropriate language

• Hand-in of slides via wiki (restricted access page) until 9 January 23:59

• Recommended structure:
o Introduction
o Overview / Outline
o Method description
o Experiments and results
o Personal comments
o Summary



Blog post
• Written and posted in the wiki

• Approx. 4 pages

• Mostly non-technical language

• Primarily self-made figures!

• Published on wiki

• Deadline: 24 January 2023 (two weeks after presentations)



Blog post: be creative!



Writing the blog post



Blog post heading

The heading of the blog post should be in the following format to distinguish 
you (the authors of the blog post) from the authors of the paper:

<Blog post Title>
Blog post written by: <Your name> 
Based on: <Paper citation (APA)>



Transformers Neuroimaging



Background: (Self-)Attention in NLP

Images from: Vaswani, A., Shazeer, N.M., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A.N., Kaiser, L., & Polosukhin, I. (2017). Attention is All you Need. NeurIPS. 
and https://jalammar.github.io/images/t/transformer_self-attention_visualization.png



Further Material for Self-Study

CS25 I Stanford Seminar - Transformers United 2023: Introduction to Transformers w/ Andrej 
Karpathy, https://www.youtube.com/watch?v=XfpMkf4rD6E 

An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale (Paper 
Explained) by Yannic Kilcher, https://www.youtube.com/watch?v=TrdevFK_am4 

Vision Transformers explained, AI Coffee Break with Letitia, 
https://www.youtube.com/playlist?list=PLpZBeKTZRGPMddKHcsJAOIghV8MwzwQV6 

Transformer Models for Language and Vision: Theory and Applications, book by Prajit Kulkarni 

https://jalammar.github.io/illustrated-transformer/

https://www.youtube.com/watch?v=XfpMkf4rD6E
https://www.youtube.com/watch?v=TrdevFK_am4
https://www.youtube.com/playlist?list=PLpZBeKTZRGPMddKHcsJAOIghV8MwzwQV6


https://jalammar.github.io/illustrated-transformer/



Attention for Image Processing

Dosovitskiy, A., Beyer, L., Kolesnikov, A., Weissenborn, D., Zhai, X., Unterthiner, T., Dehghani, M., Minderer, M., Heigold, G., Gelly, S., Uszkoreit, J., & Houlsby, N. (2020). An Image 
is Worth 16x16 Words: Transformers for Image Recognition at Scale. ArXiv, abs/2010.11929.



Segmentation Registration

Classification Generation

Sarasua, I et al. CASHformer: Cognition Aware SHape 
Transformer for Longitudinal Analysis. MICCAI 2022

Guha Roy, A. et al. QuickNAT: A Fully Convolutional Network 
for Quick and Accurate Segmentation of Neuroanatomy. 
NeuroImage 2018

G. Balakrishnan, et al. "VoxelMorph: A Learning Framework for 
Deformable Medical Image Registration," in IEEE Transactions 
on Medical Imaging, 2019

80% 15% 5%



Paper assignment: see wiki



Questions?


