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Motivation

Interested in a treatment effect T−→Y .

Confounders are indirectly measured via W:
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Motivation: challenge 1

Medical record is difficult to model.

If W is a text variable:

• Use a pretrained text embedding.

• Do standard adjustment on embedding.

• “Double ML1 with an extra step”

T
Treatment

W

Medical record

Y
Outcome

Embeddings need finetuning2.

• Is it valid to finetune embedding once for all prediction tasks?

• Is there an “optimal” way to finetune the embedding?

1Chernozhukov et al. (2018)
2Veitch et al. (2020), Veitch et al. (2019)
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Motivation: challenge 2

Medical record is highly predictive of treatment assignment

• Problematic for inverse propensity weighting.

• Suppose that confounding traits can categorized:

T Y

W
Medical
record

C1

C2

C3

• Can we formally distinguish information in W?

• Can we leverage the existence of ‘over-adjustments’?

4 / 15



Motivation: challenge 2

Medical record is highly predictive of treatment assignment

• Problematic for inverse propensity weighting.

• Suppose that confounding traits can categorized:

T Y

W
Medical
record

C1

C2

C3

• Can we formally distinguish information in W?

• Can we leverage the existence of ‘over-adjustments’?

4 / 15



Motivation: challenge 2

Medical record is highly predictive of treatment assignment

• Problematic for inverse propensity weighting.

• Suppose that confounding traits can categorized:

T Y

W
Medical
record

C1

C2

C3

• Can we formally distinguish information in W?

• Can we leverage the existence of ‘over-adjustments’?

4 / 15



Motivation: challenge 2

Medical record is highly predictive of treatment assignment

• Problematic for inverse propensity weighting.

• Suppose that confounding traits can categorized:

T Y

W
Medical
record

C1

C2

C3

• Can we formally distinguish information in W?

• Can we leverage the existence of ‘over-adjustments’?

4 / 15



Motivation: challenge 2

Medical record is highly predictive of treatment assignment

• Problematic for inverse propensity weighting.

• Suppose that confounding traits can categorized:

T Y

W
Medical
record

C1

C2

C3

• Can we formally distinguish information in W?

• Can we leverage the existence of ‘over-adjustments’?

4 / 15



Motivation: synthesis

It can be natural to adjust for a transformation of W rather than

W itself:

• For challenge 1: An embedding.

• For challenge 2: A projection onto a subset.

Objective: Formulate a general theory for adjustment that

accomodates both settings.
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Adjusting for representations

Let (T,W, Y ) ∼ P for some P ∈ P.

• A representation of W is just a transformation Z = ϕ(W).

• Adjusting for Z means computing χt(Z;P ) where:

χt(Z;P ) := EP [bt(Z;P )],

bt(Z;P ) := EP [Y |T = t,Z].

• Assume that EP [Y |do(T = t)] = χt(W;P ).

• We want Z such that χt(W;P ) = χt(Z;P ).

6 / 15



Adjusting for representations

Let (T,W, Y ) ∼ P for some P ∈ P.

• A representation of W is just a transformation Z = ϕ(W).

• Adjusting for Z means computing χt(Z;P ) where:

χt(Z;P ) := EP [bt(Z;P )],

bt(Z;P ) := EP [Y |T = t,Z].

• Assume that EP [Y |do(T = t)] = χt(W;P ).

• We want Z such that χt(W;P ) = χt(Z;P ).

6 / 15



Adjusting for representations

Let (T,W, Y ) ∼ P for some P ∈ P.

• A representation of W is just a transformation Z = ϕ(W).

• Adjusting for Z means computing χt(Z;P ) where:

χt(Z;P ) := EP [bt(Z;P )],

bt(Z;P ) := EP [Y |T = t,Z].

• Assume that EP [Y |do(T = t)] = χt(W;P ).

• We want Z such that χt(W;P ) = χt(Z;P ).

6 / 15



Adjusting for representations

Let (T,W, Y ) ∼ P for some P ∈ P.

• A representation of W is just a transformation Z = ϕ(W).

• Adjusting for Z means computing χt(Z;P ) where:

χt(Z;P ) := EP [bt(Z;P )],

bt(Z;P ) := EP [Y |T = t,Z].

• Assume that EP [Y |do(T = t)] = χt(W;P ).

• We want Z such that χt(W;P ) = χt(Z;P ).

6 / 15



Adjusting for representations

Let (T,W, Y ) ∼ P for some P ∈ P.

• A representation of W is just a transformation Z = ϕ(W).

• Adjusting for Z means computing χt(Z;P ) where:

χt(Z;P ) := EP [bt(Z;P )],

bt(Z;P ) := EP [Y |T = t,Z].

• Assume that EP [Y |do(T = t)] = χt(W;P ).

• We want Z such that χt(W;P ) = χt(Z;P ).

6 / 15



Observation

• Adjusting for Z is theoretically equivalent to adjusting for any

bimeasurable transformation of Z.

• Adjustment depends only on information σ(Z).
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General adjustment

Definition

Let Z ⊆ σ(W) be a σ-algebra.

We say Z is P-valid if

χt(Z;P ) = χt(W;P ), for all t and P.

We say Z is P-COS if

bt(Z;P ) = bt(W;P ), P -a.s. for all t and P.

If there exists a representation Z = ϕ(W) such that Z = σ(Z),

then Z is called a description of W.
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Relation to adjustment sets

Example

Suppose W ∈ Rk and let D be a DAG on the nodes (T,W, Y ).

Assume P =M(D) is the set of distributions that are Markovian

with respect to D.

Then:

• For any Z ⊆W, the σ-algebra σ(Z) is a description of W.

• Z is a valid adjustment set if and only if σ(Z) is P-valid.
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Non-graphical example

Example

Assume W ∈ Rk and

Y = αT + g
(
‖W‖

)
+ εY , E[εY |T,W] = 0,

where α ∈ R and g ∈ C1(R≥0). Then

• W is the only valid adjustment set for (T, Y ).

• σ
(
‖W‖

)
is a P-COS description of W.
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Efficiency

Semiparametric efficiency bound: If P is sufficiently dense, all

“reasonable” estimators of χt(W;P ) will have asymptotic variance

of at least Vt(W;P ) := *expression* (Hahn, 1998).

• We can improve the bound for P =M(D)!?3

• If Z is a P-valid description of W, then the efficiency bound

is at most Vt(Z;P ).

3See e.g. Smucler et al. (2022).
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The conditional outcome algebra

T
Treatment

QW

Y
Outcome

The information in σ(W) that is “minimally sufficient” for

prediction of Y |T = t should be more efficient than W for

adjustment.
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The conditional outcome algebra

Theorem

For each P ∈ P define QP = σ
(
b0(W;P ), b1(W;P )

)
and let

Q :=
∨
P∈P
QP .

A description Z is P-COS if and only if Z contains Q. Under

additive noise on Y , it holds that

Vt(Z;P )− Vt(Q;P ) = (. . .) ≥ 0,

for all P-COS descriptions Z. In particular, the formula holds with

Z = σ(W).

*Technical details about nullsets removed from theorem.
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Summary

• There can be good reasons to transform a covariate W before
adjustment:

1 Embed W into euclidean space (practical)

2 Remove overadjustment and redundant information (efficient)

• σ-algebras are an abstraction that account for equivalent

representations.

• Many ideas for adjustment in DAGs generalize to similar

non-graphical situations.

Some other topics (ongoing):

• General efficiency comparsion for descriptions.

• “Differentiable adjustment selection”.

• Estimation algorithms and asymptotic analysis.
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Comparison lemmas

Generalizations from Henckel et al. (2022) and Rotnitzky and Smucler

(2020).

Lemma (Deletion of overadjustment)

Fix a P ∈ P and let Z1 ⊆ Z2 ⊆ σ(W) be σ-algebras such that

Y⊥⊥PZ2 | T,Z1. Then Z1 is P -valid if and only if Z2 is P -valid. In any

case,

Vt(Z2;P )− Vt(Z1;P ) = (. . .) ≥ 0.

Lemma (Supplementation with precision)

Fix P ∈ P and let Z1 ⊆ Z2 ⊆ σ(W) be σ-algebras such that

T⊥⊥PZ2 | Z1. Then Z1 is P -valid if and only if Z2 is P -valid. In any case,

Vt(Z1;P )− Vt(Z2;P ) = (. . .) ≥ 0.
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