## Efficient representation adjustment

## Alexander Mangulad Christgau

October 13, 2022
Ongoing work with Niels Richard Hansen
ETH-UCPH-TUM Workshop


## Motivation

Interested in a treatment effect $T \longrightarrow Y$.

## Motivation

Interested in a treatment effect $T \longrightarrow Y$.
Confounders are indirectly measured via $\mathbf{W}$ :


## Motivation: challenge 1

Medical record is difficult to model.

## If $\mathbf{W}$ is a text variable:

- Use a pretrained text embedding.
- Do standard adiustment on embedding "Double $\mathrm{ML}^{1}$ with an extra step"

Medical record


## Motivation: challenge 1

Medical record is difficult to model.
If $\mathbf{W}$ is a text variable:


Medical record


## Motivation: challenge 1

Medical record is difficult to model.
If $\mathbf{W}$ is a text variable:

- Use a pretrained text embedding.
- Do standard adjustment on embedding.
- "Double $\mathrm{ML}^{1}$ with an extra step"

Medical record


## Motivation: challenge 1

Medical record is difficult to model.
If $\mathbf{W}$ is a text variable:

- Use a pretrained text embedding.
- Do standard adjustment on embedding.
- "Double ML ${ }^{1}$ with an extra step"



## Motivation: challenge 1

Medical record is difficult to model.
If $\mathbf{W}$ is a text variable:

- Use a pretrained text embedding.
- Do standard adjustment on embedding.
- "Double ML ${ }^{1}$ with an extra step"



## Embeddings need finetuning ${ }^{2}$ <br> - Is it valid io finetune embedding once for all prediction tasks? <br> - Is there an "optimal" way to finetune the embedding?

[^0]
## Motivation: challenge 1

## Medical record is difficult to model.

If $\mathbf{W}$ is a text variable:

- Use a pretrained text embedding.
- Do standard adjustment on embedding.
- "Double ML ${ }^{1}$ with an extra step"


Embeddings need finetuning ${ }^{2}$.

- Is it valid to finetune embedding once for all prediction tasks?
- Is there an "optimal" way to finetune the embedding?

[^1]
## Motivation: challenge 1

## Medical record is difficult to model.

If $\mathbf{W}$ is a text variable:

- Use a pretrained text embedding.
- Do standard adjustment on embedding.
- "Double ML ${ }^{1}$ with an extra step"


Embeddings need finetuning ${ }^{2}$.

- Is it valid to finetune embedding once for all prediction tasks?
- Is there an "optimal" way to finetune the embedding?

[^2]
## Motivation: challenge 1

## Medical record is difficult to model.

If $\mathbf{W}$ is a text variable:

- Use a pretrained text embedding.
- Do standard adjustment on embedding.
- "Double ML ${ }^{1}$ with an extra step"


Embeddings need finetuning ${ }^{2}$.

- Is it valid to finetune embedding once for all prediction tasks?
- Is there an "optimal" way to finetune the embedding?

[^3]
## Motivation: challenge 2

Medical record is highly predictive of treatment assignment

- Problematic for inverse propensity weighting.
- Sunnose that confounding traits can categorized

- Can we formally distinguish information in W?
- Can we 'everage the existence of 'over-adjustments'?


## Motivation: challenge 2

Medical record is highly predictive of treatment assignment

- Problematic for inverse propensity weighting.
- Suppose that confounding traits can categorized

- Can we formally distinguish information in $\mathbf{W}$ ?
- Can we leverage the existence of 'over-adiustment's'?


## Motivation: challenge 2

Medical record is highly predictive of treatment assignment

- Problematic for inverse propensity weighting.
- Suppose that confounding traits can categorized:

- Can we formally distinguish information in W?
- Can we leverage the existence of 'over-adjustments'?


## Motivation: challenge 2

Medical record is highly predictive of treatment assignment

- Problematic for inverse propensity weighting.
- Suppose that confounding traits can categorized:

- Can we formally distinguish information in W?
- Can we leverage the existence of 'over-adjustments'?


## Motivation: challenge 2

Medical record is highly predictive of treatment assignment

- Problematic for inverse propensity weighting.
- Suppose that confounding traits can categorized:

- Can we formally distinguish information in W?
- Can we leverage the existence of 'over-adjustments'?


## Motivation: synthesis

It can be natural to adjust for a transformation of $\mathbf{W}$ rather than W itself:

- For challenge 1: An embedding.
- For challenge 2: A projection onto a subset.

Objective: Formulate a general theory for adjustment that
accomodates both settings.

## Motivation: synthesis

It can be natural to adjust for a transformation of $\mathbf{W}$ rather than W itself:

- For challenge 1: An embedding.
- For challenge 2: A projection onto a subset.

Objective: Formulate a general theory for adjustment that accomodates both settings.

## Adjusting for representations
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## General adjustment

## Definition

Let $\mathcal{Z} \subseteq \sigma(\mathbf{W})$ be a $\sigma$-algebra.
We say $\mathcal{Z}$ is $\mathcal{P}$-valid if

$$
\chi_{t}(\mathcal{Z} ; P)=\chi_{t}(\mathbf{W} ; P), \quad \text { for all } t \text { and } P
$$

We say $\mathcal{Z}$ is $\mathcal{P}$-COS if

$$
b_{t}(\mathcal{Z} ; P)=b_{t}(\mathbf{W} ; P), \quad P \text {-a.s. for all } t \text { and } P .
$$

If there exists a representation $\mathbf{Z}=\varphi(\mathbf{W})$ such that $\mathcal{Z}=\sigma(\mathbf{Z})$, then $\mathcal{Z}$ is called a description of $\mathbf{W}$.

## Relation to adjustment sets

## Example
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The information in $\sigma(\mathbf{W})$ that is "minimally sufficient" for prediction of $Y \mid T=t$ should be more efficient than $\mathbf{W}$ for adjustment.

## The conditional outcome algebra

## Theorem

For each $P \in \mathcal{P}$ define $\mathcal{Q}_{P}=\sigma\left(b_{0}(\mathbf{W} ; P), b_{1}(\mathbf{W} ; P)\right)$ and let

$$
\mathcal{Q}:=\bigvee_{P \in \mathcal{P}} \mathcal{Q}_{P}
$$

A description $\mathcal{Z}$ is $\mathcal{P}$-COS if and only if $\mathcal{Z}$ contains $\mathcal{Q}$. Under additive noise on $Y$, it holds that

$$
\mathbb{V}_{t}(\mathcal{Z} ; P)-\mathbb{V}_{t}(\mathcal{Q} ; P)=(\ldots) \geq 0
$$

for all $\mathcal{P}$-COS descriptions $\mathcal{Z}$. In particular, the formula holds with $\mathcal{Z}=\sigma(\mathbf{W})$.
*Technical details about nullsets removed from theorem.

## Summary

- There can be good reasons to transform a covariate $\mathbf{W}$ before adjustment:
(1) Embed $\mathbf{W}$ into euclidean space (practical)
(2) Remove overadjustment and redundant information (efficient)
- $\sigma$-algebras are an abstraction that account for equivalent representations.
- Many ideas for adjustment in DAGs generalize to similar non-graphical situations.

Some other topics (ongoing):

- General efficiency comparsion for descriptions.
- "Differentiable adjustment selection".
- Estimation algorithms and asymptotic analysis.
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## Comparison lemmas

Generalizations from Henckel et al. (2022) and Rotnitzky and Smucler (2020).

## Lemma (Deletion of overadjustment)

Fix a $P \in \mathcal{P}$ and let $\mathcal{Z}_{1} \subseteq \mathcal{Z}_{2} \subseteq \sigma(\mathbf{W})$ be $\sigma$-algebras such that $Y \Perp_{P} \mathcal{Z}_{2} \mid T, \mathcal{Z}_{1}$. Then $\mathcal{Z}_{1}$ is $P$-valid if and only if $\mathcal{Z}_{2}$ is $P$-valid. In any case,

$$
\mathbb{V}_{t}\left(\mathcal{Z}_{2} ; P\right)-\mathbb{V}_{t}\left(\mathcal{Z}_{1} ; P\right)=(\ldots) \geq 0
$$

## Lemma (Supplementation with precision)

Fix $P \in \mathcal{P}$ and let $\mathcal{Z}_{1} \subseteq \mathcal{Z}_{2} \subseteq \sigma(\mathbf{W})$ be $\sigma$-algebras such that $T \Perp_{P} \mathcal{Z}_{2} \mid \mathcal{Z}_{1}$. Then $\mathcal{Z}_{1}$ is $P$-valid if and only if $\mathcal{Z}_{2}$ is $P$-valid. In any case,

$$
\mathbb{V}_{t}\left(\mathcal{Z}_{1} ; P\right)-\mathbb{V}_{t}\left(\mathcal{Z}_{2} ; P\right)=(\ldots) \geq 0
$$
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