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Shape-constrained estimation

Shape-constrained estimation

Aim: estimate an unknown density f : Rd → [0,∞) ∈ Fd based on
observations X1, ...,Xn i.i.d. ∼ f

Nonparametric inference under shape constraints dates back to
[Grenander, 1956], who studied the nonparametric maximum likelihood
estimator of a decreasing density on the non-negative half line.

Motivation:
capture prior information about the problem under investigation
avoid the need for tuning parameter selection
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Shape-constrained estimation

Properties of log-concave class

contains many common parametric distributions

(e.g., normal, gamma with shape ≥ 1, Weibull with exponent ≥ 1,
beta with both parameters ≥ 1)
class is closed under convolution, affine transformation, marginalization
convergence in distribution

It is a natural infinite-dimensional generalization of the class of Gaussian
densities.

Quite flexible class for addressing key contemporary data challenges such as
multivariate density estimation and regression.
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Shape-constrained estimation

Literature overview

[Walther, 2002] showed that for the problem of univariate log-concave
density estimation, the MLE f̂n exists and is computationally tractable.

When d = 1, there are faster algorithms for computing f̂n, including an
active set algorithm called logcondens [Dümbgen and Rufibach, 2011] and
a more recent constrained Newton method called cnmlcd
[Liu and Wang, 2018].
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Shape-constrained estimation

[Cule et al., 2010] established that if n ≥ d + 1, then f̂n exists and is
unique with probability 1, and is supported on the convex hull of the data
points X1, . . . ,Xn (which is a convex polytope).

Figure: tent function from [Cule et al., 2010]

However, the computational time increases quickly with sample size and
dimension.
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Shape-constrained estimation

Goal and setup

Our goal: use score matching to obtain computationally efficient yet
flexible methods for log-concave density estimation.

Setup: Consider family of densities

f (x ; θ) ∝ exp (−s(x ; θ)) ,

where s is a univariate convex polynomial of degree (2d + 2)

s(x ; θ) = θ2d+1x +
2d∑
i=0

θi ·
1

(i + 1)(i + 2)
x i+2 .

Using score matching method [Hyvärinen, 2005] one can estimate the
unknown parameter vector θ.
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Shape-constrained estimation

Define the score function

ψ(x ; θ) = ∇x log f (x ; θ)

Define the objective function as

J(θ) =
1
T

T∑
t=1

[ψ′(xt ; θ) +
1
2
ψ2(xt ; θ)]

min
θ

J(θ) s.t.
Q ⪰ 0, Q = Q⊤,

θi =
∑

j+k=i

Qjk , i = 1, . . . 2d

θ0 = Q00

Solve using CVXR
Oksana Chernova Score-matching method for log-concave 11.10.2022 7 / 12



Shape-constrained estimation

(
H

(d+1)
i

)
jk
=

{
1, j + k = i

0, otherwise.

if d = 2 we have

H3
0 =

1 0 0
0 0 0
0 0 0

 H3
1 =

0 1 0
1 0 0
0 0 0

 H3
2 =

0 0 1
0 1 0
1 0 0

 H3
3 =

0 0 0
0 0 1
0 1 0

 ,H3
4 =

0 0 0
0 0 0
0 0 1

 ,

min
θ

J(θ) s.t.{
Q ⪰ 0, Q = Q⊤,

θi = trace(H(d+1)
i · Q)

Oksana Chernova Score-matching method for log-concave 11.10.2022 8 / 12



Shape-constrained estimation

Toy example

Let true density be

f (x ; θ) ∝ exp
(
−x4 − 2x2) ,

Perform N = 100 simulations for sample size 100

Score-matching Logcondens
MISE 0.03739245 0.05635883
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Shape-constrained estimation

Further steps

Consider family of densities

f (x ; p) ∝ exp (−s(x)) ,

where s is any convex function.

Extension to regression models:

Y = β⊤X + ε,

where εi iid zero mean random errors with log-concave distribution.
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