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2. Project Abstract 
Large language models such as ChatGPT, show great capabilities in solving tasks formulated in detailed prompts. 
In this project, we aim to translate free-text radiology reports into a structured finding representation, using 
large language models. To this end, we will investigate different language models, question answering methods 
[1] and prompting techniques [2]. Further we will investigate training a model for structured report generation 
given radiological images on the newly generated dataset.  

 
3. Background and Motivation 
Automatic report generation in radiology can reduce radiologists’ workload and improve diagnostic 
performance [3,4]. While there is a lot of on-going research on free-text radiology report generation, the 
research on structured reports is very limited [5,6]. However, structured reports have a lot of advantages in 
comparison to free-text reports. Free-text radiology reports present findings in narrative form, which can be 
ambiguous and inconsistent. Structured reports use a standardized format with predefined categories, ensuring 
clearer and more organized information. For instance, while a free-text report may describe a lung nodule in a 
sentence, a structured report separates details into specific fields, like size, location, and characteristics, 
reducing ambiguity and enhancing report quality. 
Both for clinical practice and deep learning research it would be very beneficial to have systems that can 
translate free-text reports to structured reports. First, such a system can generate large structured report 
datasets from existing public and large scale free-text report datasets. As these datasets are usually paired with 
radiographic images, this would allow generating a large structured report dataset for training deep learning 
models on this task. Furthermore, it could enable clinically accurate evaluation of generated free-text reports. 
Finally, as in clinical practice, radiologists often dictate their reports in free-text, such systems could be employed 
to allow them to keep their workflow while still ensuring completeness by filling out a structured report from 
free-text in real-time, and additionally asking for missing information that the radiologists did not mention.  

 
4. Technical Prerequisites 

- Good background in deep learning 
- Good skills in PyTorch 
- Beneficial: experience in NLP 

 
5. Benefits:  

- Scientific contribution towards a large-scale structured X-Ray reporting dataset 
- Working with SOTA language models 
- Possible publication of results

 

6. Students’ Tasks Description 
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Students’ tasks would be the following:   

- WP1: Researching publicly available or accessible language models 
- WP2: Researching current SOTA for knowledge retrieval from text / Question Answering (QA) 
- WP3: Implementing of Text QA pipeline for population of structured reports 
- WP4: Testing of different language models (e.g. Alpaca1, gpt4all2, PubMedGPT3) and prompting 

techniques to optimize structured report generation from free-text 
- WP5: Potentially explore fine-tuning to the radiology-domain 
- WP6: Apply to MIMIC-III/IV dataset [7] to generate a large structured report dataset 
- WP7: Train structured report generation model on the new dataset and compare to training on smaller, 

manually labeled dataset 
- WP8: Use translation method to evaluate clinical accuracy of SOTA report generation methods 
- WP9: Documentation of the results 

 

7. Work-packages and Time-plan: 
 Description #Students From To 

WP1 Researching LMs 2 Start of May End of May 

WP2 Researching QA 2 Start of May End of May 

WP3 Pipeline Implementation 4 Mid of May End of May 

WP4 Testing of different LMs and prompting techniques 2 Mid of May Mid of June 

M1 Intermediate Presentation 4 Mid	of	June	

WP5 Potentially fine-tuning to radiology-domain 2 Mid of June End of June 

WP6 Dataset generation from MIMIC-III/IV 2 Mid of June End of June 

WP7 Train image model on new dataset 2 Mid of June Mid of July 

WP8 Clinical accuracy evaluation 2 Mid of June Mid of July 

WP9 Documentation 4 Mid of July End of July 

M2 Final Presentation 4 End	of	July	
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