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2. Project Abstract
Novel Computed Tomography Devices allows the user to choose a range of energy levels for imaging enabling

the acquisition of hyperspectral measurements that can improve reconstruction quality and allow for the

identification of different materials leveraging their photon-matter interaction characteristics. The goal of this

project is to build a prototyping pipeline for testing different hyperspectral reconstruction approaches

leveraging public data and/or simulated data. The overall research goal is to identify a minimal configuration of

views and wavelengths for the reconstruction of an object consisting of known materials.

3. Background and Motivation
The reconstruction of objects made up of complex shapes and different materials is challenging as the different

materials have varying absorption and transmission properties. Leveraging multiple measurements of different

wavelengths can provide additional information about the material parameters and therefore help the

reconstruction and identification of materials within an object. Hyperspectral measurements contain a large

number of measurements over a wide band of energies. In this project we want to evaluate state-of-the-art

methods based on their reconstruction performance under different numbers of views and combinations of

energy levels.

4. Technical Prerequisites
- Experience in 3D Computer Vision

- Experience in Machine Learning

- Python/C++/CUDA Programming

5. Benefits:
- Learn about physical material properties and CT simulation

- Learn about traditional CT reconstruction methods

- Learn about ML-based CT reconstruction methods

6. Students’ Tasks Description
Students’ tasks would be the following:

- Design a prototyping framework for hyperspectral CT reconstruction

- Generate synthetic hyperspectral CT dataset

- Generate virtual phantoms with different materials

- Include different sources and levels of noise

- Simulate full sweep measurements with different energy levels

- Implement at least one traditional baseline method for hyperspectral CT reconstruction

- Implement at least one ML-based method for hyperspectral CT reconstruction



- Evaluate all methods regarding their performance on

- Different materials

- Different sources and levels of noise

- Different views

- Different energy level combinations

7. Work-packages and Time-plan:

Description #Students From To

WP1 Literature, code & data review & project planning

WP2 Create virtual phantoms & generate simulated data

WP3 Implement traditional CT Reconstruction method(s)

M1 Intermediate Presentation

WP4 Implement ML-based CT reconstruction method(s)

WP5 Compare all methods on selected dataset configurations

WP6 Evaluation of all methods

M2 Final Presentation
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