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1 Objective

The aim of the project is exploring the use of Graph Neural Networks for reinforcement learning tasks.
The robot can be modeled as a connected graph, and various ways to extract the features from this graph
and use them together with MLP features could be explored. We believe that it can potentially help the
agents train faster and better generalize to new robot structures. When robots are trained in simulated
environments, the trained agents very often have problems generalizing to the real environment, and
training the agents with real robots is expensive. We hope that Graph neural networks would also help
bridge this gap making better use of the experience collected in the simulated environment.

2 Related Work

Notable previous work on the generalization performance of RL algorithms includes Packer et al. (2018).
They presented a benchmark protocol evaluating the generalization performance of a variety of algorithms
when augmenting the training environment. They found that, in most cases, “vanilla” RL algorithms
outperform specialized approaches [9]. This finding allows us to focus our analysis of the effect of graph
neural networks on well-known algorithms such as PPO [10], TD3 [4], and SAC [5]. While often, the
usage of GNNs in the context of RL is focused on multi-agent environments [6, 8], there also exists
prior work on representing an environment’s state in a relational fashion [13]. Interestingly, Wang et al.
already considered modeling robot morphology as a graph but we believe that in our project, we must
explore more neural network types, feature embeddings and look more closely into the generalization
performance of the resulting algorithms.

3 Proposed approach

In our project, a robot is to be represented by an attributed graph where the nodes are given as the robot’s
joints and the edges represent the connections between them. Naturally, nodes are attributed with their
coordinates while edges may carry geometric information such as the length of the connection or its angle.
As a result, we can model the relational structure that is otherwise lost or obscured, at a minimum, when
representing a robot’s state as a fixed-size vector. Applying different kinds of graph convolutions, we
expect to model the robot more accurately. It is proposed to compare the results when we use different
edge features, but also try using graph Laplacian or deep walk embeddings with node features. We would
also like to explore different ways to combine GNN and MLP features. We propose using the TD3 and
SAC algorithms in the beginning. In addition, we would like to see how the weights of the GNN can
be used in a different environment and whether we need to make them trainable. Applying GNNs to
imitation learning is another possible approach.

For our experiments, we would use the PyBullet environments [1] to model the robot and its envi-
ronment and either the Spinning Up or stable-baseline3 framework. Furthermore, we would leverage
PyTorch Geometric [3] to efficiently perform deep learning on graphs.
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Milestones

Week 1–3: Modeling Robots as a Graph

• We want to modify existing PyBullet [1] examples such that a robot can be described by a graph
where the nodes model its joints and the edges the connections between them. It would be expected
that such a description carriesmore information than a simple state vector describing joints and their
velocities.

• We want to enhance the simple MLP that learns the policy given the observation vector by adding
a graph neural network [7] that operates on the graph describing the robot. For the implementation
of the GNN, we want to use PyTorch Geometric [3] and use different message passing layers such
as SplineConv [2].

• We want to use well-known RL algorithms [10, 4, 5] as given by Spinning Up in Deep RL1 to train
the agent.

Week 4–6: Generalization to New Environments

• Building upon our work in the first weeks, we want to evaluate how well the robot’s policy works
in an environment that is slightly altered.

• Primarily, we will be focusing on how different representations of the robot as a graph influence
generalization performance. For this, we consider different node features (e.g. one-hot vectors,
features learnt by DeepWalk, or features obtained by the first eigenvectors of the Graph Lapla-
cian) as well as edge features (e.g. length of connection, i.e. Euclidean distance between joints,
angle, …). As far as node features are concerned, it is particularly interesting how well training
works with features that were obtained solely from the graph’s structure.

• For this, we will alter the environments provided by PyBullet.

Week 7–10: Transfer Learning

• Eventually, we want to investigate whether graph neural networks (GNNs) enable transfer learning.
As GNNs are well-known to work on graphs of different sizes and there is the possibility to do
hierarchical learning on the graph [12], it is interesting to see whether a trained GNN helps training
faster for a completely different environment/agent.

• Weights of the GNN can either be fixed, trained with a slow learning rate, or just constitute a good
starting point for training.

1https://spinningup.openai.com/en/latest/
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