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Project Abstract 

We want to develop an NLP (natural language 
processing) pipeline to retrieve clinical informa9on 
from SPECT nuclear cardiology reports. It includes 
a study of possible NLP alterna9ves (BERT-, NER-, 
GPT-based); a workflow to curate a database, train 
and test the models; and a Python implementa9on 
on an exis9ng report database. 

Background and MoAvaAon 

Myocardial perfusion imaging SPECT is one of the 
most important imaging diagnos9c technologies in 
coronary heart disease, allowing physicians to 
assess the func9onality of the cardiac 9ssue. 
Thousands of SPECT studies are performed yearly 
in our Clinic and there is an increasing interest in 
retrospec9ve studies with these images. This 
implies the technical challenge of analyzing 
thousands of clinical reports and connec9ng them 
with imaging data. 

One of our previous projects implemented a NER 
model to extract clinical parameters from a 
mulAtude of cardiac SPECT reports. This approach 
seems to be sufficient for a small set of 
parameters, but it requires a thorough rule-based 
approach for new parameters. New technologies 
have been developed since, most prominently 

those based on pre-trained transformers, to more 
powerfully perform NLP tasks. Examples include 
BERT- and GPT-based models. 

The goal of this project is to study how to extract 
clinical parameters and classify cardiac reports 
according to their diagnosis. The par9cular 
objec9ves include the selec9on of a suitable 
model, the development of a workflow to 
automate the process of extrac9on and 
classifica9on, and a first implementa9on of such a 
tool in a previously curated and anonymized 
dataset for a known clinical problem. 

The student will work elbow to elbow with a 
Masters student working on a related project and 
will be closely assisted by our team at 
Nuklearmedizin Clinical Research (Prof. Nekolla’s 
team). 

Student’s Tasks DescripAon 

What’s expected: 

- a short bibliographic study of the most common 
NLP methods for parameter extrac9on and 
classifica9on; 

- a design of a tool to extract clinical parameters 
and classify cardiac SPECT reports, including a 
workflow for its implementa9on, training and 
tes9ng; 

- a Python implementa9on for a par9cular set of 
clinical parameters in a ~2000-report dataset. 

What they learn: 
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- to think on a programming project in a 
comprehensive way (bibliographic study, design, 
development, tes9ng) 

- to learn to combine a deep understanding of a 
real-life clinical problem with programming tools 
and NLP implementa9ons; 

- to work in a scien9fic and collabora9ve 
environment, where working in a team should 
make the tasks more efficient and achievable 
(learn to discuss strategies, take input, ask for 
support, communicate –intermediate– findings) 

Technical Prerequisites 

- experience in Python 

- interest and some experience in NLP 
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