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Abstract: 

In this Bachelor thesis, a user interface for the manipulation of virtual 3D-Objects in 

an augmented or virtual reality environment was developed. The user interface is controlled 

with gestural commands by measuring the electric potential emitted by the user’s muscles and 

rotation of the forearm with a Myo armband. With the proposed user interface, the user can 

move and rotate virtual objects to perform multiple complex tasks, e.g. building a tower with 

cubes. The user interface utilizes virtual embodiment to increase performance and facilitate 

natural behavior. By utilizing the Myo armband for input, the user has high mobility and a 

high degree of freedom. 

A quick evaluation of the Myo’s performance, with focus on gesture classification and 

spatial and rotational tracking showed, that the Myo’s rotational tracking is good. However, 

the average correct gesture detection rate of 66% is very low. Furthermore, the device cannot 

be used for absolute spatial tracking of the wearer’s arm. Implementing sophisticated haptic 

feedback is not possible with the current MyoSDK. 

To evaluate the user interface a user study with 18 participants was conducted. The 

evaluation of the user interface regarding performance and usability showed that the proposed 

user interface is perceived as good by the users with an average SUS score of 81. Also, the 

users can perform complex tasks. Applying the armband’s rotation to control a pointer is very 

efficient. The users can focus small objects within a distance of five meters accurately and 

fast. The user study showed that the proposed user interface is self-explanatory and intuitive 

to use. Nonetheless, further improvements on feedback, gesture classification, and precision 

are necessary. The user interface is lacking efficiency due to limited control and insufficient 

feedback.  
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1 Introduction 

The subject of this thesis is introduced in this chapter. Furthermore, the course of 

major activities is explained. 

 

1.1 Motivation 

In recent years the fields of virtual reality (VR) and augmented reality (AR) made vast 

progress. The visual presentation has reached unseen quality, the technologies have dropped 

in price and are now available to a huge consumer market, e.g. the HTC Vive virtual reality 

setup is available for only 700€ [1]. Also, smartphones, consoles, PCs etc. have turned into 

gateways to immersive environments offering the user way more than the old 2D-Screen 

technologies. Many major companies like Facebook, Unity-Technologies, Microsoft, Google, 

Apple, and HTC are funding and spearheading this development with large investments [2]. 

With these new technologies, many new types of use have emerged and many more 

are yet to be discovered. Engineers using augmented reality to test and improve their 

concepts, doctors use these technologies to help their patients, and managers can monitor the 

current workload of their employees in a factory accurately [3]. 

Microsoft has driven the development for augmented reality in recent years with the 

Microsoft HoloLens, a Mixed-Reality-Smartglass projecting and anchoring three-dimensional 

objects into the real world as seen by the user. The user can interact with this augmented 

reality environment using gestures, voice commands and gaze [4]. Unfortunately, the user can 

only interact within the HoloLens’s field of view, which is very limited, interacting with 

objects outside the field of view is not possible. This limitation is heavily influencing the 

immersion of the users and their ability for natural interaction. 

The progress made for gesture recognition, as deployed by the Microsoft HoloLens, 

can be combined with another field of scientific research, the electromyography (EMG). 

EMG based gestural interfaces are new and currently only slightly explored, but they hold 

great opportunities for new user interfaces. These interfaces are highly mobile, because they 

do not require stationary sensors like cameras. The user input can be identified and classified 

reliable, unlike other techniques like voice commands and the user can interact intuitively 

with the interface. Another great advantage is that the interface can be extended or customized 
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by adding or replacing gestures. One device using electromyography to accomplish all the 

named advantages is the Myo by Thalmic Labs [5]. 

The goal of this thesis is to develop a user interface for an augmented reality allowing 

the user to manipulate virtual objects. The user is supposed to exceed the limitations of the 

used head-mounted display (HMD), particularly the limitation of action to the camera and 

user field of view. Using the Myo armband and virtual embodiment the user is supposed to 

naturally interact with virtual objects, even if the user cannot see these objects. For example, 

if the objects are behind the user’s back or sight is limited due to other obstacles, like tables. 

The sense of embodiment with the user interface is critical to empower the user to 

overcome these obstacles. With a high sense of embodiment, the user can add the virtual 

controller to his body schema and thereby improve his efficiency with the controller [6], [7]. 

Furthermore, the user is empowered to control the virtual body, without continuous oversight. 

The user can map the position and other properties of the controller with his or her extended 

body schema [7]. 

 

1.2 Course of Activities 

To develop the user interface using the Myo armband, the key functions of the 

armband were evaluated to design the interface according to Myo’s strengths and weaknesses. 

Unfortunately, there is only few research data or valuable information available concerning 

the gesture classification performance and spatial and rotational tracking of the Myo. 

Therefore, a quick experiment to assert the devices performance was necessary. 

Afterwards, the user interface was developed and implemented in an iterative process. 

This process was chosen to avoid design flaws, keep the interface simple and self-explanatory 

and to review the current state of development. The user interface was designed and 

implemented in small steps. These steps were frequently tested with different users, regarding 

the before mentioned issues. 

To evaluate the designed user interface, a user study was conducted. The testers were 

solving multiple tasks and rated the user interface with a system usability scale questionnaire. 

Further data to task performance, like time, reported issues, and success was collected. 
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2 Related Research 

This chapter summarizes the research done to understand the theme. Its main topics 

are virtual embodiment, electromyography, and gesture classification. 

 

2.1 Definition and Description of Virtual Embodiment 

People experiencing a virtual or augmented reality feel a subjective presence in this 

reality. The term presence is described as “the match between proprioception and sensory 

data” [8][p.3] and “the extent to which the information displayed allows individuals to 

construct their own internal mental models of reality” [8][p.3]. To further increase this 

sensation consistent tracking, movement and displaying should be given at all time [8]. This 

sense of presence enables the user to act and react as if he or she was in the virtual reality [9]. 

The perception of being in a different place can be extended to the illusion of having a 

virtual body. This is called virtual embodiment [9]. This illusion is not only restricted to 

realistic bodies but also unrealistic ones, like having extremely long arms or an artificial hand. 

They allow the user to perform actions or have experiences not possible with their real body 

[6], [10]. These experiences are called out of body experiences and heavily rely on a sense of 

embodiment for the virtual body. Sense of embodiment occurs if the, “bodies [Note] 

properties are processed if they were properties of one’s own biological body.” [11][p.375]. 

Furthermore, virtual embodiment consists of three main properties, sense of self-location, 

sense of agency and sense of body-ownership. The sense of self-location describes the 

person’s spatial experience of being inside the body [11]. The sense of agency is the person’s 

experience of controlling the body with actions and intentions and the sense of body-

ownership describes the experience of owning the virtual body [11]. 

Research shows that people with a virtual body are more likely to behave in a natural 

way within virtual environments, by avoiding risks [12] and performing actions according to 

their virtual body capabilities [6]. 

 

2.2 Basics of Electromyography and Gesture Classification 

Every device evaluating and measuring the electrical potential generated by the 

skeletal muscles is called an electromyograph [13]. The resulting recorded data is called an 

electromyogram. The skeletal muscles emit electricity when they are used for example, while 
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forming a fist with the hand. This electricity can be measured as EMG data. Furthermore, the 

muscles respond to stimulation from nerves induced by neurological activity. Therefore, also 

patients with amputations can use electromyography, for example to control a prosthesis. 

Gathering electromyography data can be separated in two types, invasive and non-

invasive. Invasive electromyography might be used in medical environments, usually needles 

are inserted in the muscle and then the EMG data is collected. This technique requires 

medical personal like a physician and special equipment [14]. The other type is surface 

electromyography, for this technique sensors placed on the skin are collecting the EMG data 

[14].  These sensors are often linear arrays of electrodes measuring the electric potential at 

multiple points in a line [15]. This technique is easy to use and requires no special personal, 

but the data might be influenced by a multitude of factors, like body fat, temperate, skin 

coverage, humidity, hydration and hair [16]. Especially body fat is an important factor, 

because with increasing distance to the muscles the EMG records have a higher variance [17]. 

The EMG signal can vary from 0 – 10 mV with a frequency ranging from 0 to 1000 Hz [18]. 

The most interesting EMG signals are in a frequency ranges from 15 to 25 Hz and 400 to 500 

Hz. These frequencies are best for high-pass and low-pass filtering [18]. 

To classify gestures from EMG data, a multitude of approaches is currently deployed. 

First, the EMG data is preprocessed by segmentation, extraction of features and reduction of 

dimension and feature space [19]. Especially spatial segmentation and filtering has proven to 

be very effective in increasing the classification accuracy [20]. A common approach to 

classify gestures is to use support-vector machines (SVM) [21], [22]. Also, neural networks, 

k-means clustering or linear discriminant analysis are used for classification [19][p.1], [22], 

[23]. Some of these classifiers are also combined e.g. SVMs and neural networks [21]. A 

recently released approach uses hyperdimensional computing to classify electromyography 

signals with a high accuracy, ~97.8%, and small training data compared to SVMs [24]. Also, 

it is very robust and requires only low energy and is therefore well suited for mobile or 

wearable devices [25]. A multitude of research shows, that classification with an accuracy rate 

of 85% [26] or even greater than 90% [26], [24], [22] is possible. 
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3 Introduction to Myo 

The Myo armband was developed and produced by the Canadian company “Thalmic 

Labs” and first sold in the United States of America in 2015 [27]. The Myo armband 

measures the electrical potential generated by the muscles and maps this data with known 

patterns for a set of gestures. Therefore, the Myo can be classified as an electromyograph. 

Currently, the Myo is trained to recognize five hand gestures (see gestures chapter). 

The EMG data is measured at the user’s forearm by eight measuring units at a rate of 200 Hz. 

To optimize the measurement, the widest area of the forearm should be used. Thus, the 

coverage of skin by the sensor plates is maximized. The eight sensors are connected by 

flexible bands (see Figure 1), allowing the armband to be worn by a wide range of people, 

with a forearm circumference from 19cm - 34cm. With a weight of only 93g the Myo 

armband is extremely light and, therefore, highly mobile [5]. Furthermore, the Myo armband 

is collecting the data of a nine-axis inertial measurement unit (IMU) at a 50 Hz rate. The IMU 

consists of a three-axis magnetometer, a three-axis accelerometer and a three-axis gyroscope. 

The collected data is constantly streamed to a connected device via Bluetooth [28]. Before 

usage the device is always warmed up and calibrated by the user for better performance. This 

process takes about two minutes. During the warm-up and calibration process the device is 

also detecting whether it is worn on the left or right arm, by comparing the Wave Out gesture. 

It is possible to wear and use two Myos at the same time, one at each arm [29]. Due to the 

gyroscope and the magnetometer it is possible to determine the Myo’s rotation accurately, 

thereby, receiving a relative orientation of the user’s forearm. The data received by the 

accelerometer can be used to determine the relative movement of the Myo. Unfortunately, the 

accelerometer is not very accurate and the available options for processing the data would 

further increase the error [30]. 

The Myo comes with native support for multiple platforms like Windows, Mac OSX, 

Linux, iOS and Android [5]. Further, a software development kit (SDK), with the current 

version 0.9.0, for the common game engine Unity3D is available [31]. 
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Figure 1: Myo armband [32] 

 

3.1 Why use Myo 

The Myo armband is a combined haptic and gestural interface. There are a multitude 

of advantages the Myo offers for a AR and VR interfaces. First, the user does not need to hold 

a controller or other device in his or her hands, the hands remain free for other interactions. 

Especially in augmented reality environments this is very helpful, because the user does have 

a high degree of freedom in his or her interactions. For example, the user can interact with 

virtual objects in an augmented reality and moments later use a pencil to write down notes on 

a paper sheet. 

A study found that many users perceive the set of gestures and the general idea very 

intuitive and easy to understand. The same study also claims that users are very happy with 

the Myo in a gaming context [33][p. 119], indicating a high potential in other areas of usage. 

Also, no additional setup is necessary to use the Myo. It can be worn and used in many 

environments [33][p.119]. This is a huge advantage over outside-in tracking techniques, e.g. 

used by the SteamVR or Oculus Rift VR setups. The Myo gives the user huge mobility and 

little discomfort in using the device. 

The Myo provides haptic feedback to the user by vibrating [34]. This can be used to 

notify the user, e.g. change states, recognized gestures and object collision. This rich pool of 

possible applications can be very helpful in designing a purposeful user interface, by defining 

clear feedback patterns which the user can understand quickly. 
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3.2 Hand Gestures 

Currently, the Myo recognizes five distinct hand gestures: Fist, Fingers Spread, Wave 

Left, Wave Right and Double tap (see figure 3). Also, a rotation and a pan gesture are 

recognizable, a total of seven gestures. This set of gestures gives the user a wide range to 

express his or her intentions, e.g. fist gesture for grabbing objects or general affirmative 

actions. 

 

Figure 2: Myo hand gestures [35] 

Every gesture is recognized and classified by the Myo device and drivers. Also, these 

predefined gestures can be combined with arm movements, position and rotation to create 

many more gestures and meanings [35]. The EMG data is provided in an 8 x 8bit data format 

and can be used to train on Myo gestures [36]. 
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4 Evaluation of the Myo 

The purpose of the evaluation of the Myo armband was to retrieve adequate data to 

identify the strengths and weakness of the device. For the evaluation of the Myo armband 

multiple subjects were of special interest: drift and error of rotational tracking, 

misclassification of gestures, correct classification of gestures and false-negatives for gesture 

classification. Furthermore, accuracy and drift of the accelerometer to estimate its suitability 

for the user interface, e.g. for absolute spatial tracking of the user’s arm.  

Otherwise, developing the user interface was prone to failure, because there is little 

scientific data available for the Myo. Developing fundamental ideas for the user interface, like 

choosing gestures for object interaction, or whether to use absolute rotational and spatial 

tracking or not, would have been based on insufficient assumptions.  

 

4.1 Methodology 

To keep the results comparable for the evaluation the standard profile of the Myo was 

used. The results for a user might not to be optimal by using the standard profile but creating a 

custom profile is time intensive and often the classification quality varies strongly. 

Four persons took part in the evaluation. The testers were of mixed sexes. They were 

18 – 29 years old. Only one of the testers had previous experience with the Myo armband. 

Every tester was wearing a single Myo armband on the widest part of his or her preferred 

forearm. Before the test, every user warmed up the Myo device for about two minutes and 

went through the Myo calibration. Furthermore, every user spent a few minutes training the 

hand gestures multiple times to get familiar with the gestures and icons indicating a certain 

hand gesture. 

For every person, the test took about 30 minutes. The testers were shown an icon on 

the display and then they had 3.2 seconds to perform this gesture. The gesture to be shown 

was randomly selected from the five available hand gestures. If the tester performed a gesture, 

he or she received feedback by vibration of the Myo. If the performed gesture, was wrong or 

none was performed the set marked as wrong and therefore was not be counted in the 

statistics. In case the tester performed a gesture, which was not recognized, the tester held the 

gesture for 3.2 seconds. Afterwards for another 1.5 seconds a rest gesture was show to the 

tester and he or she was supposed to relax his or her hand. Then a new set of gestures was 

started. Thus, every test person performed roughly 300 hand gesture during the experiment. 
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A multitude of data was logged to a JSON file for every test set as described above. 

The data consisted the expected gesture, as shown to the tester, the start time for performing 

this gesture, the performed gesture and it’s time of detection. The time was logged in the 

DateTime format as provided by the .Net framework and is, therefore, only accurate to the 

nearest second. 

For orientational tracking, only the user perception of correct tracking was asserted. 

Measuring the orientation tracking accurately and comparing it with the actual rotation of the 

device would have required a more complex experiment, exceeding the limitations of this 

thesis. 

To evaluate the rotational tracking, the testers were performing a set of arm rotations 

and then were asked for their mutual perception of accuracy, delay and drift. The testers could 

respond with a 0 – 10 Likert scale, where zero indicated not perceived at all and ten meaning 

full and continuous perception of the item. 

 

4.2 Limits of the Methodology 

The test group was rather small and very homogeneous. It is difficult to extrapolate the 

results for a bigger variety of users, because the test group’s variety in body fat and age was 

only small. 

The evaluation of the rotation only reflects the personal perception of the testers and 

no other data, e.g. reference device rotation, was collected for comparison. Also, the rotational 

tests were limited only to a few minutes, therefore it is difficult for the testers to notice drift. 

Retrieving the time, the Myo needs to classify a hand gesture from the collected data is 

not possible, because it was not logged, when a user started to perform the required gesture. 

 

4.3 Results 

In total 1226 sets of gestures were performed during the test, from which 4 were 

marked as errors, therefore, a total of 1222 data sets were protocolled (see  

Figure 3). 
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Only two of the gestures, Wave Right and Double Tap, had correct classification 

higher than 75%. The Fist and Fingers Spread gestures had a correct classification rate above 

60% and the last gesture, Wave Left, of only 34.8% (see  

Figure 3). All the hand gestures, except the Double Tap gesture, were detected 

multiple times, meaning a hand gesture event was reported by the Myo more than once within 

a short period of time, although the hand gestures were only performed once. This multi 

detection was particularly often for Wave Left with a total of 49% and Fist with 22% high 

above the average of 13% for all hand gestures. Every gesture showed to be frequently 

misclassified with another gesture, the values are ranging from 7.5% to 17.9%. Especially the 

Fingers Spread gesture is often misclassified with 17.9% (see  

Figure 3). An in deep analysis of the data shows that the Fingers Spread gesture is 

often misclassified as Fist gesture. All but the Wave Right gesture are not recognized by the 

Myo armband sometimes, even though the user performed the gesture correctly. 

The testers perceived the rotation around the pitch and yaw axes to be very accurate 

with medians of 8.75 and 9 close to the maximum of 10. The rotation around the roll axis was 

perceived less accurate with only a median value of 6 (see Figure 4). The testers barely 

perceived a delay in rotational tracking of their forearm, which is indicated by the low 

perception median of one. Also, the testers were not feeling any drift of the rotation (see 

Figure 5). 

All the testers found the vibration feedback for gestures tiring and too strong over a longer period.

 

Figure 3: Detection rate in percent for the five hand gestures 
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Figure 5: Perception of delay and drift for rotation in a 0 – 10 

Likert scale, lower is better 

 

4.4 Discussion of Results 

The results show that the gesture classification is inaccurate overall and the reliability 

of classified gestures varies heavily. The overall classification accuracy of the Myo is much 

lower than the classification accuracy for other algorithms proposed in research. Thus, the low 

accuracy shows the classification approach taken by Thalmic Labs requires improvements. 

Especially, the Wave Left gesture was shown to be very difficult. It is important to point out 

the correct classification rate for the Wave Right gesture is so low, because during the test the 

Wave Left gesture was often recognized multiple times (see  

Figure 3). The detection of multiple gestures is a serious problem, because this can 

result in unintended behavior of the system. An action might be called more times than it was 

intended to. Furthermore, for every gesture reported, the Rest gesture is reported once by the 

armband as well, thus it is difficult to distinguish whether or not a user is repeatedly 

performing a gesture. The results show that the misclassification of gestures is twice as 

frequent as false-negatives, but the misclassification is also exceeded by the wrong detection 

of multiple gestures. Therefore, it is most important to find better solutions for the multiple 

detection and misclassification of hand gestures. 

Furthermore, designing the test showed it is not possible with the current SDK v.0.9.0 

to define custom haptic feedback patterns. Only the three vibration modes, short, medium and 

long are accessible to the Bluetooth Application Interface (API) for the Myo. Thalmic Labs 

Figure 4: Perception of orientation accuracy in 

a 0 – 10 Likert scale, higher is better 
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released a new Bluetooth header for communication with the Myo armband [37]. This 

extended communication protocol allows sending more complex vibration commands to the 

Myo but needs to be implemented and tested. 

An explanation of the perceived low accuracy of the roll rotation is as follows. While 

rotating the forearm, the rotation of the hand is significantly higher than the rotation of the 

forearm at the elbow joint. Therefore, the Myo detects less rotation at the forearm than at the 

hand. Also, the degree of rotation of supination and pronation of the human forearm is 

limited. [38]. 

The default vibration for the gestures is rather strong and experiencing it over a longer 

period is tiring for the arm muscles. Therefore, applying the vibration too often or too strongly 

should be avoided. 

Evaluating how quickly a gesture is recognized by the device, might help to compare 

the suitability of a gesture for a certain task, e.g. throwing. Unfortunately, this is rather 

difficult to evaluate and was therefore not done. Furthermore, it would have been very 

important to evaluate the accuracy of the spatial tracking with the three-axis accelerometer of 

the IMU. Unfortunately, creating a reasonable test proved to be very difficult, because the 

accelerometer is too inaccurate for absolute tracking [30]. Measuring only the relative 

movement of the device would have required a more complex experiment as well.  
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5 User Interface Design 

This chapter describes the design of the user interface and all considerations taken into 

it. The design principles are explained, defined requirements, general approach, feedback 

mechanics, and further learnings from development process. 

 

5.1 Additional Considerations for Using Myo 

The evaluation and the literature review for the Myo device has shown lots of 

strengths and weaknesses of the Myo armband. The positional tracking lacks accuracy [30] 

and the vibration feedback does affect the tracking as well. For these reasons, data provided 

by the accelerometer of the Myo was not utilized, neither for relative or absolute position 

tracking. Consequently, the interface is always relative to the user camera, e.g. the HoloLens 

or HMD the user is wearing. The rotational tracking for pitch and yaw axes are accurate (see 

chapter 4). These axes are used to determine the orientation of the user’s arm. 

The Wave Left gesture is often detected multiple times and, thereby, creating 

unintended input. This issued should be avoided by blocking the input selection for a short 

period of time, within 800 to 1200ms the user should be able to perform a gesture and then 

release this gesture again. Since most of the hand gestures are having a considerable rate of 

misclassification, the input is blocked for two seconds. 

In general, as few of the hand gestures as possible should be used, because the 

misclassification of gestures results in unintended actions. To avoid frustration, the Fingers 

Spread gesture may not be used in the same context as the Fist gesture, because the fist 

gesture is most likely to be misclassified as Fingers Spread (see chapter 4). Utilizing Fist and 

Fingers Spread gestures for the same command might be also be effective as well. 

 

5.2 Design Principles 

For the user interface, I selected a set of principles by analyzing common user 

interface design learnings made by usability research [39], [40], [41]. Most of the learnings 

for user interfaces are based on web, mobile, or desktop applications and differ from virtual 

reality and augmented reality environments but should be applicable to AR and VR user 

interfaces as well. 

For this work six principles for the UI design were defined: 
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1. Keep it simple – Reduce the complexity of the user interface to a minimum. The user 

interface is supposed to be self-explanatory, so that the user does not have to learn 

how to use the user interface. The interface avoids complex contexts, many different 

gestures or a high variety of interaction options [40]. 

2. Virtual embodiment – Using the Myo device in an environment or circumstances 

where the user can’t see the device requires a certain level of virtual embodiment to be 

able to use it at all. Furthermore, virtual embodiment will help the user to increase his 

or her skill in using the interface, resulting in a higher perception of control over the 

entire system. 

3. Empower the user – Creating comfort and gaining the reward of feeling skilled with 

an interface is very important for the user acceptance. The user should be learning and 

increase his or her control over the interface. This can be achieved by allowing the 

user to be quicker in his or her actions and be able to increase speed and precision 

[40]. 

4. Consistency – Most of the users aren’t familiar with augmented or virtual realities nor 

the Myo armband used to control these realities. For these reasons, it is of great 

importance to keep the interface consistent. Otherwise, the user will take longer to 

learn patterns for interactions and reach an efficient level of usage. Also, consistency 

increases the user’s comfort with the interface [40]. 

5. Communicate what’s happening – Helping the user to understand what’s happening 

is vital for the interface. Therefore, the user is informed whether his or her actions are 

right or wrong and what the user might do in the current situation. 

6. Be forgiving – Especially with gestures it is important to tolerate errors, whether they 

were made by the user or by the system, e.g. by misclassifying of gestures. Also, the 

user is supposed to learn from failures and avoid them in future actions [40]. 

Other fundamentals of user interface design like using colors and icons and visual 

hierarchies are less important, because in the current environment the use of 2D graphical 

elements, like text fields, is kept at a minimum. 
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5.3 Requirements 

A common approach for user interface design is the use of personas and scenarios 

[42]. Personas are used to analyze the potential user groups, by creating fictive persons of 

these groups with defined behavior [43], but for this interface it is difficult to define user 

groups. Almost all the users won’t be familiar with the Myo armband and the Microsoft 

HoloLens and probably none of them will ever have tried this together. As the user interface 

is developed and tested in a technical university, the majority of users will be from the age of 

18 to 30 with slight experience in virtual reality and high affinity to new technologies. To 

compensate this lack of information, multiple scenarios were developed (see Appendix 3). A 

scenario is another tool to model user groups and their behavior in UI design [44]. 

User stories, an approach from agile development, describe what a user wants to 

achieve by using a system, e.g. a user interface [45]. By analyzing the user stories (see Table 

1), a list of requirements to be fulfilled by the user interface was established. 

Requirements: 

1. Extend the area of operation of the user to an effective range from 0.2m to 5m 

2. High precision to interact with small and distant objects 

3. Free movement of the arms in all angles as physically possible for a human 

4. Easily enable and disable the user input 

5. Distinct action for rotation 

6. Distinct actions to grab and drop objects 

7. Feedback for gestures and help with objects 

8. Release object control at will, to allow the user to throw objects 

9. Use physics on all the interactive virtual objects 

10. Delete/Destroy objects from the current scene 

11. Calibrate the armband at users wish 

Solving the selection and handling of multiple objects at once is a complex task. To 

reduce complexity and avoid extra effort, this function will not be added to the interface. 
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Table 1: User stories for the user interface based on the case and scenarios 

As a I want to so that 

user rotate distant virtual objects. I can see their side even from a distance. 

user grab virtual objects. I can take a closer look. 

user grab virtual objects. I can see them from below. 

user grab virtual objects. I can see them from the above. 

user grab virtual objects from a medium distance 

(1.5 - 5 m). 

To extend my field of operation to a medium sized 

room. 

user grab virtual objects from a short distance 

(0.2 - 1 m). 

To interact precisely with these objects. 

user retrieve information about objects. I can distinguish if I can interact with this object. 

user place objects at a certain position. I can change the environment as I wish. 

user grab two or more objects at once. I can move sets of objects around. 

user Grab objects out of sight I can interact with objects, while focusing on another 

activity. 

user throw virtual objects. I can interact with the object and the environment 

physics and thereby experience my control. 

user rotate virtual objects while touching these. I can see their side. 

user move freely in the environment. I can reach every reasonable point without 

limitations. 

user turn on or off the user interface at will. To control whether I am using the virtual objects or 

real ones. 

user interact with real objects, alongside virtual 

objects. 

I can use the full freedom of the augmented reality 

environment. 

user know the current action I can perform. I can distinguish if I am capable of an action. 

 

Based on the user stories and scenarios, all necessary actions for the user input where 

synthesized (see Table 2). These actions illustrate the user intentions while using the interface. 

Table 2: user actions needed for the user interface 

Action Description 

Select affirmative action, e.g. for grabbing, fetching objects, or selecting menus 

Discard discard all current actions 

Discard current 

action 

discard the current action, e.g. dropping object 

Menu disable/enable the UI, recalibrate the armband 

Forward next option in a menu, rotate clockwise 
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Back previous option in a menu, rotate counter-clockwise 

Fast Forward increase rotation speed, continuously iterate through options 

Fast Back increase rotation speed, continuously iterate through options 

 

5.4 Proposed User Interface 

The user interface design was adjusted to the previously defined requirements and 

learnings from the Myo evaluation. Furthermore, the UI was frequently adapted to learnings 

during the development process, see section 5.7. 

The UI was designed for a user wearing the Myo armband at the preferred forearm. 

The position of the Myo representation is relative to the head-mounted display with a fixed 

offset. The Myo is positioned within the body center, torso, about 60cm below the head. This 

position does not map with the perceived position of the arm, but it reduces the complexity of 

the interface, because otherwise the user must consider the rotation of the HMD to correctly 

map the rotation and position of the Myo armband. This might be improved in future 

solutions by using body tracking, as supported by the HTC Vive, for positioning the Myo 

representation instead of the HMD. 

The user can rotate the Myo’s representation by rotating his or her arm, and then the 

rotation is directly applied to the model. Direct mapping of the rotation enhances the sense of 

virtual embodiment with the armband, by granting the user control and body ownership. 

Research showed that to achieve body self-consciousness, proprioception, body-related visual 

information, peripersonal space, and embodiment are necessary [46], [47]. The controller is 

attached to the user’s body within the peripersonal space. Due to the synchronous, prolonged, 

and combined haptic feedback from the Myo (see chapter 5.6) and vision of the controller, the 

user is embodying the controller [46][p. 152], [48]. The user can constantly map the position 

of the controller relative to his or her own body position, because the rotation of the user’s 

arm is direct mapped to the controller. Furthermore, the full control leads to a sense of agency 

and body ownership for the controller [49], [50]. 

Because the pitch and yaw rotation are accurately tracked by the device (see Myo 

pretest) tracking errors won’t cause relevant discomfort for the user. Furthermore, the user can 

reset the rotation at any given time. 

The arm of the user isn’t represented, but the device’s forward orientation is displayed 

by a line (see Figure 6). This line is also representing the pointer. The maximum distance for  
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the pointer is limited to five meters. The range is limited to five meters to fulfill the 

requirements (see Table 1). A reach of five meters grants the user the ability to reach any 

point within a medium sized room and ensures high precision on the other hand.  The pointer 

cannot penetrate any virtual objects, it is blocked by virtual walls and objects within five-

meter distance (see Figure 6). 

 

The controller is positioned with 70cm distance to the Myo representation along the 

forward axis. To interact with virtual objects in close range, the user must either touch or 

focus these virtual objects. A virtual object is touched when the controller is colliding with it 

(see Figure 7). To focus a virtual object, the user must point at it being in a range of five 

meters away (see Figure 6). Additionally, the user can only interact with an object if it is 

interactive and currently not used in another way. While interacting with an object, the user 

can use different actions (see Table 2) by performing hand gestures. 

The central component of the user interaction with the environment is the controller. 

The main purpose of the controller is to represent the user’s hand by extending the user’s 

body with a virtual body, to interact with virtual objects and to display the current state of 

interaction to the user. In contrast to the Myo representation, the user has a sense of 

embodiment with the controller. Comparing the results of [12][pp.8–9] an abstract 

representation for a controller is more effective, but the level of immersion is low and thereby 

less effective for difficult tasks. The reasons for that is that an abstract representation is 

 

Figure 6: Controller with pointer 

focusing a virtual object 

Figure 7: Controller touching a virtual object 
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providing less feedback in comparison to a realistic representation e.g. a hand model. 

However, drift, calibration errors and the mismatch of hand rotation and rotation of the arm, 

are very likely to cause irritation. To reduce irritation and discomfort for the user, an abstract 

representation was chosen. Therefore, the controller representation is a semi-transparent blue 

sphere. This abstract representation can neglect the disadvantages of the realistic approach 

and is easy to use and self-explanatory. Also, the user can see what is behind the controller, 

for more precise interaction. The size of the sphere is 15cm in diameter (see Figure 7). The 

Myo is also represented by a colored sphere, with a diameter of 15cm and no transparency. 

 

5.5 Gesture Handling and Mapping 

From the five available hand gestures of the Myo SDK (see Figure 2), all five gestures 

are actively used for the user interface. The five hand gestures are mapped to the previously 

defined and described actions (see Table 2) as follows: 

- Fist is used for the select action. 

- Fingers Spread is used for “discard current action” action. 

- Wave Left is used for the back action. 

- Wave Right is used for the forward action. 

- Double Tap is used for the menu action. 

The mapping of the actions is based on the results of the Myo evaluation and the 

suggestions of the Myo Developer guidelines [51]. The gesture mapping minimizes negative 

effects of unintended actions, by assigning gestures to opposing actions that are unlikely to be 

misclassified. Moreover, the actions are assigned to gestures most intuitively representing 

their intentions [51]. To trigger the fast back and forward actions, the user holds the Wave 

Left or Wave Right gestures for more than 1 second. Also, holding the rest gesture for more 

than 800 milliseconds, triggers the discard action. The double mapping of gestures for the 

action is proposed to offer the user more freedom in his or her input selection. 

Using the Fist and Fingers Spread gestures in the same context, for selecting and 

discarding actions, might cause same issues. The evaluation of the Myo showed that the Fist 

gesture is likely to be misclassified as Fingers Spread (see chapter 5.1). Unfortunately, 

mapping the Double Tap or one of the wave gestures to discard actions is unintuitive [51] and 

the Myo does not recognize more gestures [35]. Therefore, the Fingers Spread gesture should 
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be used to discard actions. The user interface was designed to avoid any issues originating 

from this unfavorable gesture mapping. Every time the user is required to do a selective 

command, e.g. to grab an object, the current state of interaction cannot be aborted with the 

discard action. Instead to cancel the interaction the user is supposed to move the controller 

away from the virtual object. 

 

5.6 Feedback 

To keep the feedback clear and most helpful for the user, it is separated by the type of 

information: 

- sounds for user input 

- haptic feedback for object contact 

- a color scheme for Myo armband states 

- text and icons for tooltips describing object interaction and gestural input 

When interacting with objects out of sight, haptic and audio feedback for the ongoing 

interaction is critical for the user. In these situations, the user has no senses available to 

observe the current interaction. When the controller starts touching an object, the armband 

vibrates shortly. This feedback indicates whether the user is touching an object and can 

thereby interact with objects out of sight. For example, the user can grab objects behind his or 

her back without necessarily looking at the objects, allowing more natural interaction with 

virtual objects based on haptic feedback. Furthermore, the device is vibrating as well when 

the user is focusing an interactive object with the pointer. This pattern is easy to understand 

and provides guidance for object localization and self-localization. 

The armband vibrates in one more case if the Myo input is activated or deactivated. 

Using the Myo’s vibration as another kind of feedback can be confusing for the user, but for 

this certain purpose the feedback is very important. Also, the user should be able to 

distinguish the feedback, because changing the Myo state does not happen accidently. 

The amount of possible interactions is limited and comprehensible, but further 

guidance might help the user to explore the capabilities more quickly. Every interactive object 

has a tooltip, describing the current possible actions and their mapped gesture. If the object is 

currently not interactive for some reason, the user is informed as well. The tooltips consist of 

a text field describing the current interaction and an icon for the required gesture. The tooltips 
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are attached to the virtual objects, are positioned above the objects and auto rotate towards the 

user (see Figure 6). 

A color scheme is used to display the current state of the Myo armband to the user. If 

the device is connected and running, the connector’s shape is colored blue. If the device is not 

connected or has a critical failure, the connector’s shape is colored red. If the Myo input is 

disabled, it is colored grey. Due to the connector’s position at the user’s body center, the user 

only sees the connector rarely during his or her routine. But information regarding armband 

state is only rarely needed by the user and is therefore positioned out of the user’s area of 

attention. 

Informing the user about the input made and recognized is difficult for multiple 

reasons. The information must be clear and understandable, accessible in every situation and 

guide the user in his or her actions. Sound is a great tool to help with this, because sounds can 

be used to express different states or purposes by exploring common patterns, e.g. for correct 

input. Furthermore, it is possible to deploy new sounds that are easy to adapt and self-

explanatory. For every successful interaction, a distinct sound expressing success, as known 

from other interfaces, is used and a unique sound for failing interactions is used. 

The sounds do not give the user any information about the currently detected gestures; 

hence the currently detected gesture is displayed with a text and the associated icon at the 

controller (see Figure 7). Thus, the user can quickly detect misclassified gestures and react, 

e.g. by performing the intended gesture again or performing another gesture. Additionally, the 

user can learn how to perform the gestures more effectively by considering the received 

feedback. 

 

5.7 Further Findings 

In the first steps of the UI design, the user was supposed to wear two Myos, one at 

each forearm. Both Myos were positioned relative to the camera with a fixed offset. Each of 

the two Myos had a pointer aligned with the forward vector. The user could move the pointer 

by rotating his or her arms. If the two pointers crossed each other, the controller was 

positioned at this position and the user could interact with virtual objects. Testing this solution 

during development showed that users found it very unintuitive and difficult to use. 

Performing precise tasks was almost impossible and required high concentration. 
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Furthermore, performing gestural input proved to be difficult as well. Combining the 

input from both Myos, by performing the same gesture with both Myos within a short period, 

reduced false-positives but was very time consuming, tiring for the users, and unintuitive. 

Decoupling the Myos from each other and accepting gestural input from both devices 

produced too much unintended behavior. Using only a single armband for gesture detection, 

was the most effective solution but had a few downsides as well: 

- Holding both controllers steadily and performing a gesture at the same time required 

lots of concentration from the user 

- Not using the second arm for input, but only to position the controller, made this arm 

quite useless 

In the end, the approach of combining two Myo armbands for the user interface was 

dropped during development for three main reasons: 

- Combination of the Myo armbands gesture detection proved to be ineffective 

- Little precision and control in controller positioning by crossing the two Myo pointer 

- Controller handling was unintuitive for the user 

Enabling the user to throw objects was one of the requirements (see 5.3 

Requirements). Unfortunately, this proved to be rather difficult, because releasing the grab 

mechanic in the correct moment was almost impossible. Furthermore, it was difficult to 

distinguish if the user wanted to throw an object or not. Often the objects flew around, 

without the user’s intention. 
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6 Implementation 

A quick overview of the implementation of the proposed user interface, see chapter 5, 

is given in this chapter. 

 

6.1 Overview 

The user interface was designed using C# and the Unity3D game engine with version 

2017.02.0f3. Unity3D was chosen for multiple reasons: availability of the Myo SDK for 

Untiy3D [31], support of the Microsoft HoloLens [52], and multiple other VR setups [53], 

helpful elements like an editor, a UI system and portability to many platforms and operating 

systems and a physics engine. The physics engine allows physics based interaction with 

virtual objects, e.g. by throwing and dropping them. These components offer great comfort 

and effectiveness in implementation. 

C# is used as a programming language because the MyoSDK plugin high API for 

Unity3D is written in C# and C# is with JavaScript one of the languages natively supported 

by the Unity3D editor and engine. 

The user interface implementation is divided into multiple modules. All the modules 

are strictly separated by their functions to keep the code basis manageable and clear. Also, the 

partition guarantees that changes are easily deployed. For the controller and interactive object 

modules all functionalities, like pointer, touch recognition, tooltips etc., are encapsulated in 

components. These components can be quickly added to the objects. The components 

implement interfaces, depending on their purpose. Therefore, it is not necessary to change the 

implementation of a certain object, because the components are managed automatically. 

Communication between the modules is limited to defined access and exit points and 

reduced to a necessary minimum. The communication between controller and interactive 

objects is based on events. The event informs the two partners, controller and object, of an 

interaction, about state changes, errors, etc. (see Figure 8). 
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6.2 Structure 

The input from the device is gathered by the MyoSDK. Tracking of the accelerometer 

and absolute device orientation are directly accessible. Hand gestures are classified on the 

device and can be pulled from the SDK as well. Additionally, the SDK handles 

communication with the Myo via Bluetooth, e.g. for vibration commands or information on 

the device state. 

The user input is interpreted in the Myo handling module. The device orientation is 

recalculated and transformed into to quaternions. Based on the device’s orientation the 

position of the controller is calculated and updated every frame. The recalibration process is 

implemented in the Myo handling module. A main work of the Myo handling module is to 

detect additional gestures, like the hold gestures, map all gestures to actions and report them 

to the controller (see Figure 9). By first mapping the gestures and then reporting the actions to 

the controller, it is simple to change the gesture mapping and use the rest of the 

implementation with other devices. 

The controller is the abstract representation of the virtual interaction tool. It handles 

the current state of interaction and displaying this state to the user. All user actions are 

handled by the controller (see Figure 9). The actions are used on currently selected objects, by 

    /// <summary> 

        /// The object invoking this event. Not nullable. 

        /// </summary> 

        public Object sender; 

 

        /// <summary> 

        /// The involved controller for this event, might be null 

        /// </summary> 

        public IController controller; 

 

        /// <summary> 

        /// The type of event, e.g. StateChanged. 

        /// </summary> 

        public ObjectMessageType eventType; 

 

        /// <summary> 

        /// Additional message, e.g. for debugging. 

        /// </summary> 

        public string message; 

Figure 8: Interactive object event message object 
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passing the action to the object. The controller recognizes interactive objects by Rigidbody 

collision detection and checking if the pointer is focusing an interactive object. The tooltip is 

handled by the controller (see Figure 7). All components of the controller can be easily 

changed or deactivated without affecting the other components. 

Every interactive object handles the effect of a user action by its own.  Furthermore, it 

explains the effect of certain action to use with another tooltip (see Figure 6). The effects can 

be changed easily by adding or removing components to the object and adjusting the 

command handling. Not all actions are necessarily applicable for an object. Therefore, the 

result of an interaction is reported to the calling controller. For example, an object can only be 

used by one controller at a time. 

 

  

    public interface IController { 
        /// <summary> 
        /// The active gesture Mapping for this controller. 
        /// </summary> 
        Mapping ActiveMapping { get; } 
 

        /// <summary> 
        /// Transform handler for this controller. Handling position and rotation of the controller. 
        /// </summary> 
        ControllerTransform Transform { get; } 
 

        void Initialize(Mapping activeMapping, InputHandling.InputHandler inputHandler); 
 

        /// <summary> 
        /// The input handler detected a valid user input. 
        /// </summary> 
        /// <param name="command">The abstract user action. </param> 
        bool HandleCommand(Mappings.Command command); 
 

        void Destroy(); 
        void Hide(); 
        void Show(); 
    } 

Figure 9: Controller interface, as accessible to all other modules of the user interface 
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7 User Study 

To evaluate the user interface a user study was conducted. The proceedings, results, 

and discussion of the study are presented in this chapter. 

 

7.1 Goal 

The goal of the user study is to evaluate the usability of the designed user interface and 

the ability to accomplish the defined user stories (see Table 1). Usability is defined as the 

user’s ability to achieve certain goals in a certain context with a user interface [54]. To 

measure the usability of the user interface, the three main components of usability, user 

acceptance, efficiency, and effectiveness, were evaluated (see Figure 10) [55]. Furthermore, 

the user study helps to identify issues, strengths and weaknesses of the user interface and 

areas of high interest to focus on in future works. 

 

Figure 10: Usability measurement explained, translated from [56] 

 

7.2 Methodology: 

The user study was conducted in the augmented reality lab of the chair for Computer 

Aided Medical Procedures & Augmented Reality at the Department for Computer Science at 

the Technical University of Munich. The test group were students, mainly with a background 

in computer science. Most of the students are ranging from 18 - 29 years of age and mixed 

sexes. A total of 18 persons participated in the user study. 
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The experiment was set in a virtual reality environment with a multitude of tasks for 

the test persons to solve. These tasks were based on the user stories, e.g. touching objects in 

multiple distances or grabbing close objects. The procedure of the experiment was the same 

for every test person. Before the tasks began, every tester was supposed to learn the hand 

gestures used by the interface, as the testers did for the Myo evaluation. 

In total solving all the tasks took about 15 to 20 minutes for each participant and 

gesture training and setting up the experiment for a person additional 10 minutes. 

To evaluate the effectiveness and efficiency of the proposed user interface, the time 

taken to solve a task and failures or inability to solve the given tasks were measured. 

Additionally, during the entire experiment the gestures, timings etc. were logged as well. The 

format of the logs was as described for the Myo evaluation. After every task, the user was 

asked about the perceived difficulty level of the task. Also, the user could report issues 

occurring while solving the task, e.g. difficulties to point at an object and use a wave gesture 

simultaneously. 

Mainly to explore the user acceptance of the new interface, but also to get data on 

efficiency and effectiveness of the user interface, interviews with the persons taking part in 

the user study were conducted after the experiment. The interview was used to receive the 

System Usability Scale (SUS), of the user interface (see Appendix 1). The System Usability 

scale is a simple way to assess the global usability of a system. It is expressed in a score 

ranging from 0 to 100, indicating the quality of the evaluated user interface [55]. The 

interview took about 10 minutes and was unsupervised. 

Before performing a task, the testers realigned the orientation of the controller, to 

eliminate any kind of drift from the experiment. To reduce the impact of virtual reality 

environment on the experiment, all tasks were designed to use no kind of locomotion, except 

the free movement of the person. This movement was further reduced in task design. 

As previously stated, the users learned the gestures but no functions of the user 

interface were explained or mentioned to the users. Only the realignment procedure was 

explained. Before the tasks started, every test user explored the user interface within a warm-

up area. They were proposed to try the gestures on objects and to observe the behavior. 

From every test user age and sex was collected. For the detailed experiment procedure 

and description of the task see   
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Appendix 2. 

 

7.3 Limits of Methodology 

Extending the results of the user study on a greater range of persons is not possible, 

because the test users were a very homogenous group mainly consisting of 18 – 29 years old 

males, studying computer science. By realigning the controller orientation before every single 

experiment, drift was eliminated from the user study, thus, it is not possible to make any 

remarks regarding rotational drift for the Myo armband. 

It is also important to consider that the test users were not familiar with object 

interaction in virtual environments and. Therefore. Could not compare the proposed user 

interface with other ones. The limited time for testing made it also difficult to learn the 

gestures for the Myo accurately and explore the user interface in depth. 

Any considerations towards the sense or virtual embodiment by the users are limited, 

because no data targeting virtual embodiment was collected. 

 

7.4 Results 

For all results no significant deviation regarding sex or age was found. None of the test 

users was familiar with the Myo. The SUS total score has a median of 78.5 and upper quantile 

is at 85 and the lower one at 72.4 (see Figure 12). The total average score of the SUS is 81. 

The total score for the system usability scale was calculated with the Equation 1. 

SUS = (∑ 𝑥𝑖 − 1)10
𝑖=1 ∗ 2.5  

Equation 1: Calculation of the SUS total Score, based on classification for an SUS of Bangor [57] 

Furthermore, the relatively low σ shows an overall confidence of the test users in the 

good rating of the interface. Only the values for question 5, “I think, the various functions of 

the interface are easily explored.”, deviates more strongly. A detailed analysis shows a portion 

of roughly 30% did not agree on this question. The values for questions 1 and 7 are lower 

0.35 than the average for all questions of 4.23 (see Figure 11). 

The results show a correlation between the time taken by a test user to solve a task and 

the perceived difficulty level of this task (see Figure 13 & Figure 14). More difficult tasks 

took more time to be accomplished (see Figure 13 & Figure 14). The standard deviation, σ, 

for these tasks with regard on time taken and difficulty level is high. Also, a strong correlation 
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between not reporting issues for a task and low difficulty levels exists. The data further shows 

that test users reporting issues with a task did not necessarily perceive the task to be difficult. 

It is important to further analyze the reported issues here (see Figure 13 & Figure 14). 

For the tasks 2,4,6,8, and 9 (see Figure 13) an in-depth analysis, considering the before 

mentioned correlations, was done. These tasks perceived difficulty ranges from medium 

difficulty 2.5 to 3.5 (see Figure 13). The tasks 2 and 6 are heavily associated with rotational 

actions and the tasks 4 and 8 are tasks where the users were not able to look while 

accomplishing the tasks. The tasks 4 and 8 were perceived significantly more difficult than 

their non-handicapped correspondents, with the difficulty level rising by 2.5 (see Figure 13) 

and almost every tester reported issues. The main issues reported were: 

- audio feedback confusing, or not understood at all 

- haptic feedback too inaccurate, the test users were not aware if the pointer or 

controller was on the object or close by 

- unclear object state regarding whether the object currently was being grabbed or 

dropped 

- unclear if the fingers spread gestures was detected by the Myo 

For the tasks 2 and 6, the test users reported often difficulties with the wave gestures. 

Pointing at an object and performing the wave gestures was perceived difficult. Moreover, 

holding an object and rotating it at the same time was also tough for the test users. 

The last task, number 9, was perceived with a medium difficulty of 2.4 and a good 

average time of 42.2 seconds to solve the task. But 12 of the 18 test users reported issues, 

solving the exercise of building a tower. Most of the reported issues were regarding precision, 

the test users reported lack of capabilities to place objects accurately, to rotate them precisely 

and awkward object rotation. 

Almost everyone was able solve all nine tasks within time, only 4 events occurred 

when a test user was not able to solve a certain task. This happened twice for the tasks 4 and 

8. 

The tasks 1, 3, 5, 7 were perceived to be very easy and quickly accomplished by the 

test users. Also, the results only slightly deviate for these tasks (see Figure 13 & Figure 14). 

During the user study, misclassification of gestures happened frequently, often the Fist 

and Fingers Spread gesture were misinterpreted by the Myo. 
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Figure 13: Test users perceived difficulty level per task, lower is better 

 

Figure 14: Test users time in seconds to solve a task and the number of users reporting issues for a specific task, 

lower is better 
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7.5 Discussion of Results 

First, it is important to point out that the user interface could accomplish all the 

previously defined user stories (see Table 1). The test users could solve the given tasks based 

on the user stories. The user interface can be regarded as intuitive, because the users fulfilled 

the tasks without explanations and explored the user interface on their own. The claim is 

further supported by the good value of 4.1 for item 5. 

The pointer, touch and grab mechanics work properly as the results show. The users 

could quickly hit even far distant and small objects and grab these. Combing the pointer with 

the rotation proved to be rather complicated. Many users were not able to, or had severe 

problems performing the wave gestures and, therefore, had difficulties in rotating and 

precisely handling objects. Also, dropping grabbed objects was more of an issue, because the 

fingers spread gesture was often not detected and resting the hand for a certain period was 

often explored quite lately. Offering a second option to discard the current action was very 

helpful for the users because they could choose the most effective one for themselves. 

The great performance with the pointer and the ability to localize objects and interact 

with them without sight indicates the users were incorporating the controller into their body 

schema. Furthermore, these results indicate the users virtually embodied the controller.  

The user study showed multiple issues with the user interface, especially, the feedback 

was not providing the needed information. Because the audio feedback was often not 

understood or even properly recognized by the users, the difficulty of the non-view tasks was 

much higher than expected. A simple feedback for succeeding and failing actions is not 

enough for multiple reasons: 

The users were not aware of the actual state of the object, was the object dropped, 

rotated etc., if they cannot see it. The users often had to guess whether they grabbed an object 

or not. 

The sounds were not naturally associated with the actions or situations; hence the user 

did not understand the relationship between the audio and the current actions. 

The haptic feedback was also not working as intended, because it was too inaccurate 

and not diverse. Vibrating when the user focused an object with the pointer or touched it was 

not always helpful, because for the user it was difficult to differentiate whether he or she was 

touching or focusing an object or already passed it. Due to the issues with the feedback 
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mechanics, the performance for tasks 4 and 8 significantly decreased. Moreover, the unclear 

object state further decreased the efficiency of the user interface. 

A total SUS score of nearly 81 is surprisingly high. This might be due to a high sense 

of embodiment with the controller, resulting in a high emotional attachment with the user 

interface and, therefore, better ratings by the test users. The user study, especially task 9, 

proved the interface to be lacking efficiency. A multitude of users found the interface to be 

clumsy to a medium extent (see Figure 11 item 7). Also, the lack of free movement of the 

controller reduced the precision significantly. The users had difficulties precisely rotating 

objects and positing them accurately, because they were not able to rotate the controller 

independently from their arm. It was often necessary to drop the object, rotate it with the 

wave gestures and grab it again. 

The user study shows the proposed user interface is effective and users are satisfied as 

well, but efficiency is lacking. This lack of efficiency needs to be tackled in future works as 

well as the insufficient feedback mechanics.  
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8 Conclusion 

Developing a user interface for virtual object interaction in virtual or augmented 

realities with the Myo is possible and the results are promising. The results of the user study 

show that the proposed user interface is satisfying for the users. The proposed user interface is 

easily explored. The users could learn the functionalities within a few minutes and utilize 

them for object manipulation. Moreover, even complex tasks, like building a tower of 

multiple cubes or moving objects around without looking at them at all, could be done. 

The evaluation of the Myo provided crucial information to design the user interface 

according to the explored strengths and weaknesses of the Myo. Using the accurate rotation 

tracking of the armband to implement a pointer as a fundamental part of the UI worked out 

very well. The user study showed great performance ratings for pointer interactions with 

virtual objects. Only the use of the wave gestures in combination with the pointer did not 

work out. 

Developing a failure resistant user interface was particularly important, because as the 

evaluation showed, the user’s intention is often falsely interpreted. Gestures were only 

correctly detected with a rate of 66%, which is extremely low, compared to other 

classification algorithms.  Therefore, unintended actions are happening frequently and are 

disturbing the workflow. Reducing the amount of gestures needed for an action and for 

opposing actions to avoid mapping gestures that are most frequently being mistaken was a 

successful solution. 

Furthermore, the results for the gesture classification accuracy can serve as a 

benchmark for other gesture classification approaches in future using the Myo sensors. In my 

opinion, new gesture classification algorithms are desperately needed for the Myo. Otherwise 

it is not possible to use the device in efficient user interfaces, compared with controllers, like 

the Vive or Oculus controller. 

A main issue for lacking precision and, in general, for low efficiency in object 

interaction was the missing capability to freely move the arm and hand. Also, the lacking 

hand rotation is likely to reduce the sense of control over the controller.  As shown in the 

evaluation, it is not possible to use the accelerometer of the Myo armband for any kind of 

absolute spatial tracking. However, using the Myo with the HTC Vive offers the possibility to 

use additional tracker attached to the armband for spatial tracking. The user interface would 

lose mobility and compatibility but heavily increase user control and accuracy. I suppose that 

this gain in accuracy results in efficiency and higher sense of body control, and ownership for 
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the user. Another approach would be to use inverse-kinematics [58] to calculate the arm and 

hand position, by using two Myo armbands on one arm. 

The sense of embodiment and its effect on the user interface were not measured in the 

user study. Nonetheless, actively considering virtual embodiment in the user interface design 

had an important impact on the concept of pointer design, mapping of gestures, and overall 

control of the user interface. Without the utilization of virtual embodiment, the pointer most 

likely would not have worked, because it requires a high degree of body localization to be 

used efficiently. Gesture control and orientation tracking can be used for virtually embodied 

user interfaces, therefore, the Myo armband is applicable for these tasks. 

Haptic feedback is a strong tool that needs to be used more intensely with the Myo 

armband. Currently, two main issues remain, developing feedback patterns for the user and 

applying these custom patterns to the device. Many learnings from other interface, especially 

for video games, e.g. with rumble Controller or the Nintendo Switch, can be included for 

developing more advanced tactical feedback, especially feedback for correct object 

localization. To allow natural ways of object interaction, it is necessary to improve the 

feedback on the state of interaction, mainly for grabbing and dropping objects. These actions 

are likely to be done without continuous oversight through the user. 

Implementing the extended Bluetooth API Thalmic Labs provided is worth effort in 

my opinion, because better feedback will grant the user more awareness of the current state of 

interaction and object localization. This information is crucial to improve the efficiency of the 

interface. 

The user interface might be deployed in more complex environments like the “robo-

lab” to allow the users to interact with these environments in an effective and satisfactory 

way.   
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10 Appendix 

10.1 Appendix 1: System usability scale questionnaire 
 Strongly Strongly 

 disagree agree 

 

1. 

I would like to use this interface more frequently for 

this purpose. 

[Ich würde dieses System zu diesem Zweck häufiger 

verwenden.] 

     

  1 2 3 4 5 

2. 
I found the interface unnecessary complex. 

[Ich fand die Oberfläche unnötig komplex.] 
     

  1 2 3 4 5 

3. 
I thought the interface to be easy to use. 

[Ich fand das System war leicht zu bedienen.] 
     

  1 2 3 4 5 

4. 

I think, I would need support from an expert to be able 

to use this interface. 

[Ich denke, Ich würde die Unterstützung durch einen 

Experten benötigen um diese Oberfläche zu benutzen.] 

     

  1 2 3 4 5 

5. 

I think, the various functions of the interface are easily 

explored. 

[Ich fand die verschiedenen Funktionen der Oberfläche 

sind einfach zu entdecken.] 

     

  1 2 3 4 5 

6. 
I found the interface to be inconsistent. 

[Ich fand die Oberfläche inkonsistent.] 
     

  1 2 3 4 5 

7. 

I think many people would easily learn how to use this 

interface. 
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[Ich glaube, dass die meisten Menschen sehr schnell 

lernen würden, mit dem System umzugehen.] 

  1 2 3 4 5 

8. 
I found the interface to be clumsy. 

[Ich fand die Oberfläche umständlich zu benutzen.] 
     

  1 2 3 4 5 

9. 

I felt comfortable using this interface. 

[Ich fühlte mich bei der Nutzung der Oberfläche 

sicher.] 

     

  1 2 3 4 5 

10. 

I had to learn a lot, before I was able to use this 

interface. 

[Ich musste viele Dinge lernen, bevor ich mit dem 

System arbeiten konnte.] 

     

  1 2 3 4 5 
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10.2 Appendix 2: User study procedures 

Prelude: 

Actions: 

• Explanation of the experiment – 180 seconds 

• Sync Myo and warm up Myo – 180 seconds 

• Train gestures – 300 seconds 

Time: 

• Explanation of the experiment – 180 seconds 

• Sync Myo and warm up Myo – 180 seconds 

• Train gestures – 300 seconds 

• Total: 680 seconds 

 

Task 00 – Warm up: 

Setting: 

• Empty room with 4 objects of different sizes and distance to the user 

• The objects are of these sizes: 0.5 meters, 0.3 meters, 0.15 meters 

• All the objects are cubes 

Task: 

• The user is supposed to try the gestures, observe the behavior of the interface and in 

general get familiar with the UI. 

• No hints or explanations are given to the user. 

Time: 

• 180 seconds 

Task 01 – Train targeting: 

Setting: 

• Empty room with 12 objects in different distances to the user 

• 1 meter distance 

• 2 meter distance 

• 3 meter distance 

• 5 meter distance 

• Every four of the objects the same sizes: 0.5 meters, 0.3 meters, 0.15 meters 
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• All of the objects are cubes 

Task: 

• The user is supposed to focus the different objects with the pointer one time without 

moving more closely 

Time: 

• 60 seconds 

Task 02 – Simple Rotation 

Setting: 

• Empty room with 6 objects in different distances to the user 

• 5 meter 

• 3 meter 

• All objects are cubes and have the same size of 0.5 meters, 0.3 meters 

Task: 

• The user is supposed to rotate the left cubes left around by 180 degree and the right 

ones by 120 degree right 

Time: 

• 45 seconds 

Task 03 – Simple Grab 

Setting: 

• Empty room with 2 objects very close to the user 

Task: 

• Grab and drop the objects at the same spot multiple times 

Time: 

• 30 seconds 

Task 04 – No View Grab 

Setting: 

• Empty room with 1 object with 1 meter distance to the user 

Task: 

• Grab and drop the objects at the same spot multiple times without viewing the action 

Time: 

• 30 seconds 
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Task 05 – Drag and look closely 

Setting: 

• Empty room with 2 objects with 3 meter distance to the user 

Task: 

• Fetch and drag to the user to have a closer look 

Time: 

• 30 seconds 

Task 06 – Drag and examine 

Setting: 

• Empty room with 2 objects with 4 meter distance to the user 

Task: 

• Fetch and drag to the user to have a closer look by rotating the objects and looking at 

the bottom of the objects 

Time: 

• 60 seconds 

Task 07 – Drag around and drop 

Setting: 

• Empty room with 3 objects with 2 meter distance to the user 

Task: 

• Grab and drag the object to multiple target positions, drop them there 

Time: 

• 90 seconds 

Task 08 – No View Drag around and drop 

Setting: 

• Empty room with 3 objects with 2 meter distance to the user 

Task: 

• Grab and drag the objects to a position, drop them there without viewing the action 

Time: 

• 150 seconds 

Task 9 – Build a tower 

Setting: 

• Empty room with 6 objects with 2-meter distance to the user 
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• Every two of the objects have the same sizes: 0.5 meters, 0.3 meters, 0.15 meters 

Task: 

• Build a tower consisting of at least three objects 

Time: 

• 90 seconds 

 

Afterwards: 
Action 

• The users will fill out the SUS questionnaire on their own. 

Time: 

• 300 seconds 
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10.3 Appendix 3: Scenarios for the User Interface, selected by interest 
 

Scenario 

Element Scenario 01 Scenario 02 Scenario 03 Scenario 04 Scenario 05 Scenario 06 

Setting 

Augmented reality in 

an office 

environment 

Augmented reality in 

an office environment 

with a personal 

computer 

Augmented reality in 

an office environment 

with a personal 

computer 

Augmented reality in an 

office environment with 

a personal computer 

Augmented reality in an 

office environment with 

a personal computer 

Augmented reality in an 

office environment with a 

personal computer 

Actors 

Researcher with 

experience in AR and 

with the Myo 

armband 

Researcher with 

experience in AR and 

with the Myo 

armband 

Researcher with 

experience in AR and 

with the Myo armband 

Researcher with 

experience in AR and 

with the Myo armband 

Researcher with 

experience in AR and 

with the Myo armband 

Researcher with experience 

in AR and with the Myo 

armband 

Task Goal 

Examine properties 

of a virtual robot 

Navigate the robot 

with the computer 

controls 

Reset the toppled robot 

without moving to the 

position of the robot, 

because the place is 

blocked 

Drop an object into the 

path of a self-moving 

robot 

Grab an object while 

monitoring the collision 

avoidance from the 

robot. 
Throw an object into the 

path of the robot. 

Plans 

slowly rotate the 

robot clockwise to 

examine its outer 

appearance, lift it up 

to examine it from 

the bottom 

Place the robot on the 

floor, disable myo 

and then navigate 

with the keyboard 

keys 

Move to the desired 

position of the robot, 

fetch it and drop it at 

the position 

Look around for 

interactive virtual objects 

close by, grab a virtual 

object and drop it at a 

critical point of the 

robot’s path, indicated to 

the researcher 

Sense a virtual object 

close by, grab it virtual 

object, bring it into sight 

and drop it at another 

critical point of the 

robot’s path, indicated to 

the researcher 

Look around for interactive 

virtual objects close by, grab 

a virtual object, look for a 

target area and throw the 

object in the desired 

direction 

Evaluation 

too slow rotation is 

frustrating and with 

too fast rotation the 

examiner might miss 

details 

missing feedback for 

object interaction, not 

disabling the Myo 

leads to unintended 

behavior 

recalibration might be 

unclear or failing, a 

highlighted object 

indicates that it is 

focused/touched 

a highlighted object 

indicates that it is 

focused/touched, 

a highlighted object 

indicates that it is 

focused/touched, finding 

the object without 

requiring too much 

concentration, 

a highlighted object 

indicates that it is 

focused/touched, releasing 

the grab in the right moment 

can be difficult 

Actions 

Touch the robot and 

rotate it clockwise, 

drag the model above 

the user head 

Grabbing the robot, 

moving the robot 

near to the floor and 

release the model 

Enable the Myo, 

recalibrate the Myo, 

move to the target 

position, focus the 

robot with the pointer, 

fetch it, move the robot 

Move to an object, touch 

it with the controller, 

grab the object, move the 

controller while holding 

the object to intended 

position and drop it, 

Move the controller 

around by moving the 

user's arm, until it hits a 

virtual object, grab the 

object, move the 

controller while holding 

Move to a object, touch it 

with the controller, grab the 

object, create a trajectory 

with the controller by 

moving the arm and release 
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near to the floor and 

release the model 
the object to intended 

position and drop it 
the grab in the correct 

moment 

Events 

haptic or auditory 

feedback when 

touching the model, 

rotating robot, 

auditory or textual 

feedback when 

interacting with the 

robot model 

haptic or auditory 

feedback, when 

touching the robot, 

haptic or auditory 

feedback when 

grabbing and 

dropping the robot, 

haptic and visual 

feedback when 

disabling the myo, 

haptic feedback from 

the keyboard 

haptic and visual 

feedback when 

enabling the myo, 

haptic or auditory 

feedback, when 

focusing the robot, 

haptic or auditory 

feedback when fetching 

and dropping the robot 

haptic or auditory 

feedback, when touching 

the object, haptic or 

auditory feedback when 

grabbing and dropping 

the object, visual 

feedback on the 

controller while grabbing 

the object 

haptic or auditory 

feedback, when touching 

the object, haptic or 

auditory feedback when 

grabbing and dropping 

the object, visual 

feedback on the 

controller while grabbing 

the object 

haptic or auditory feedback, 

when touching the object, 

haptic or auditory feedback 

when grabbing and releasing 

the object, visual feedback 

on the controller while 

grabbing the object 
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