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Abstract: 
Artificial Intelligence (AI) has become paramount in many areas over the last decade. 
It has proven to be a valuable addition to medical workflows, where it can assist 
doctors in precise evaluations of patient conditions. 
However, highly performant AI models crucially depend on large and diverse 
datasets. While these datasets are continuously generated in hospitals and medical 
institutions, they are inaccessible due to the risks of privacy infringements. The term 
Privacy-enhancing technologies (PETs) summarises the field of technical 
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approaches and algorithms, which aim to reunite AI training and the protection of its 
training data from unintended leakage.  
 
In this dissertation, we investigate the use of PETs in the context of medical AI 
approaches. Specifically, we demonstrate a holistic workflow comprised of various 
PETs that provides protection from attackers while yielding highly performant AI 
models, even outperforming expert radiologists. The most important PET in this 
thesis, Differential Privacy (DP), provides mathematical bounds on the risks of 
information leakage. We analyse the computational overhead DP implementations 
impose on the training of AI models and provide an alternative which is competitive in 
runtime and generically compatible with most AI network architectures. Furthermore, 
we investigate the impact of using DP for medical AI training on the fairness and non-
discrimination of subgroups.  
Here, in contrast to prior work, we find that not the representation of subgroups in the 
training data is driving fairness impacts, but rather the difficulty of predicting the 
respective subgroup. In particular, we see that groups with a lower prediction 
performance in non-private AI models suffer further performance losses with 
increasing privacy guarantees. This may impact the way of assembling datasets for 
the training of privacy-preserving fair AI models.  
Lastly, we analyse how an appropriate level of protection can be determined and find 
that, for many scenarios, typical privacy budgets are overly pessimistic. We show that 
by adapting the privacy budget to a concrete threat model, the negative impact of DP 
on the performance of AI models can be largely mitigated. With these contributions, 
we hope to advance the widespread breakthrough of technical and mathematical 
approaches to protecting patient privacy when training medical AI models. 
 
 
 


