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2 Background and Motivation

In the last few years, research in the domain of synthetic image generation has increased.
This surge is particularly impactful in the area of medical imaging, where data scarcity
poses a substantial challenge. Among the various approaches, Generative Adversarial
Networks (GANs) and Diffusion Models [3] have gained prominence due to their abilities
to represent the data. Nonetheless, these methods sometimes fail to adhere to the under-
lying physical or geometrical constraints, which is crucial for realistic image synthesis.
Early non-DL approaches [5] have shown that simple mathematical functions are able to
generate biological structures in a growing manner. However, this area of research has
been underexplored after the advent of deep learning-based methods.

3 Project Abstract

In this project, we aim to address this limitation by grounding our approach in fundamen-
tal physical models. We draw inspiration from Turing pattern generators [5] and growing
neural cellular automata [2], which are instrumental in simulating the development of
complex structures such as vascular networks. Then, we integrate these foundational
models with cutting-edge generative models like diffusion models to create biologically
plausible synthetic images. We will tackle the generation of data in both 2D and 3D
vessels [4, 1] using the proposed method.

4 Technical Prerequisites

• Good background in machine learning and deep learning

• Experienced in PyTorch

• Experienced in Python

• Experience with Generative Models
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5 Benefits

• Weekly supervision and discussions

• Possible novelty of the research

• The results of this work are intended to be published in a conference or journal

6 Work packages and Time-plan

Description # Students

WP1 Familiarizing with the literature. 4

WP2 Implementing the baselines 4

WP3 Improving the baselines and validation on relevant datasets 4

Midterm Presentation 4

WP4 Implementing the model 4

WP5 Finalizing the results and evaluation 4

Final Presentation 4

Table 1: Project Timeline
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